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Abstract

Iu this puper, we have studied distributed scheduling
uf rescurced for multiprocessors  The resource mupping
problem is & gencralization of the convestionu! address
mapping problem because a request is directed Lo any ele
ment (wne or more) of & group ul identical resources which
can service the sume type of tasks. ‘The size of esch group
is one in the eunventioual address mapping problent.
Intercunnection networks for address mapping must be
generalized to pllow resource mappiag. Four different net-
wirks bhave beew investigated; vamely, cross-bar switeh,
singhe shared bus, multiple buses with private resources
and networks with logarthmic delays such ay the cube
and Omega vetworks, I is found that the laat chess of
networks is the most versatile and cost-effective caudidate
fur diatributed resoutce seheduling.

Keywordw and phrases: address mapping, eross-bar
switch, Omega nod  cube networks, gueueing  delay,
resuurce sharing, shared bus,

L. INTRODUCTION .

The recent advances in lurge-seale integrated logic
and communicative technology, coupled with the explo-
sion in size and complesity of new applications, Lave hod
to the development of pamilel processing systems with o
large ammber of general and special purpose procussing
unils. An inteecobtivetion pelwork is an essentind eleieat
uf wpurallel processisg system us it iterconnects pruces-
sors sl resoureps. Ha funclion is to route requests ini-
tated from one poink to anuther point cunneeted on Lhe
network |58, 11145, 07,40, The notable characteristic of
these networks is that they operate with addreas mapping.
Tlint 33, s request is initinled with a specidie destination or
w seb of destinations and souting is done by addresses,
Exumples of these networks are the Baoyan {7], binary n-
cube (I.")], cube FI8], perfect shulite [20), Hip 4], Ontega
Lk data mosnipulstor [5? sugimented data manipulator
16, delta 4], wnd bascline r’hi, Examples of syatemns
designed with interconnection networks are TRAC [17],

STARAN [2], Canmp [22], WLIAC IV [10], PLURIGUS

13], Numerical Acrodynainie Simulation Facilily (NASF)
I,-t] and the Ballistic Missile Defenae testbed |12
In u resource sharing environmeo!, a8 request s

dirceted to any one or mute of a puol of identical
tesources and not to any particular clemenst iy the pool,
Uhla exists in & multiprocessor system with a set of identi-
eal for avts of identical) VLSE chips performing special
lunclions ke watrix inversion, fast Fouricr transform and
surting  Auuther applicativn bes in a systwin with Joad
bafuncing.  Procwsurs are considered as resourees theme
selves. When a processor is overlosded, the excess load Is

* Tlis sesesrch waa supporied by Natiooal Scieace Foundative Grauts
LCS - 10550 wnd BOY 81-05964.
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scht to any wvailable processor in the system. {tesource
pharing s alo  an  important  element in  datullow
machines, Tusks a0 node store are seut to o poul of ident-
ical processors for pracessing.

To use sn address mapping network iu this envirou-
ment, the address of a free resource must first be sought
and given to the request before it enters the petwork,
This implies 8 ccntralized schedufer which munages the
free resources. This has been studied with respect to the
Banyun network [9,58). o these studies, it is shown that
when a processor makes a reguest for multiple resources,
by allucativg resources with smaller distanee functivns,
the amount of network blockage caused by the allocation
of these resources is reduced [8). A tree network is pro-
posed to aid the scheduler in choosing & resource o allo-
cate and has o delay of Of{n} in selecting o free resource (o
is the totudl number of resourees) [L16). The major disad-
vantage of this upproach is that the scheduler can beconie
a butlleneck siuce it seeviees reguesls sequentially, This
approach is practical when the number of resourees is uot
lagge of when requests are nol very frequent,

Anather solution which avoids the sequential service
of requests is Lo allow requests Lo be sent without any dus
Lnation tags and it i3 the responsibility of the network Lo
route the maximum number of requests o the free
resources, In this way, the scheduling intelligence is dis-
trtbuted i the interconnection network. This approsch
pernits multiple requests to be routed sunultaneously.
We lermed this network 8 resouree shuring inlerconnee-
Hon wetwork (REIN}I23,24). I is the goul of this paper to
study the trndeotls of dilferent JAS5INg.

The RSIN discussed here is- & generalization of
addreas mapping interconnection networks with routing
tags [11,08]0 An address mapping network is 8 RSIN cun-
uecting processors and maultiple types of resources with
oue Tesuuree an each Lype, n: & resource sharing mode
multiple resourees are allowed in each type. .

In the next seetion, & classitication of RSINs s
deseribed. Seclions 3 to 5 diseuss the ditferent USINs. fa
sectivit 8, the performance of these netwurks are come-
pared. Section 7 provides some coneluding remurks.

2. RS5INs in a Multiprocessor System

An urganization showing the use of RSIN is depicted
i Figure L Each processor has a connecelion to the net-
work. Afultiple resourees may be eounected on o single
output purt from the RSIN. The reasons fur multiple
resourees to share 4 single output link are that earh task
may request anelliple resources simultaneously, and an
output link may not be fully utilized by a single resource.

A cunfiguration of ILSIN can Le charavierized Ly a
triplet: pfixjxk Nfr where p s the number of proecssors,
ris the number of resourees per output port and Nois the
network conliguration. For the petwork N, ¢ the number
of RSINs, and /& is the sunber of input/output ports fur
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Figure 1. RSIN as used in a multiprocessor environment.

each RSIN. As an example, & 16 processor system with 2
private resources each and connected via private buses
can be described as 16/16x1x1 UNIBUS/2. If a 16x16
cube network is used, we bave 16/1x16x16 CUBE/2.

Tasks or requests are characlerized by three values:
the inter-arrival time of tasks in each processor, the time
to transmit a task to the resource(s) and the Lime for a
resource to gervice a task, We define

1/X = average inter-arrival lime of tasks in each
processor;

1/u, —average time for s processor to transmit s
task to the resource(s} after the connection
is established;

1/p, = average time for a resource to service a task
afler data transmission is completed.

The basic assumptions made in this study are;

There is ope class of tasks and their arrivals in each
If‘rocessor are governed by a Poisson distribution.
asks transmission and service times are exponen-
tially distributed.
Blocked or rejected tasks are queued at the proces-
sors and retried as soon as the petwork indicates
that free resources are available. Task service is
done in FIFO order. No queueing is allowed at the
resoutces,
The network delay is ne
made so that we can iso

()

(2)

ligible,. This assumption is

ale the performance of the
network due to blockages alone,
All the resources in the system are identical. For
multiple types of resources, the routiug algorithn
haw to be modilied by nasociating a rouling tag
corresponding (o the resource type with each
request. : '
A task can request multiple resources simultaneously
with a restriction that the maximum number of
resources requested cannot exceed the number of
reiources accessible through the network, Decause
we wint lo compare the performance of processors
with private ‘versus shared resources, and the

- number of rosources accessible ju a system with
privale resources is very limited, we make the sime-
plifying assumption that each task requests one
resource in the performance snalysis. However, the
algorithm for requesting multiple resources will be
discussed in systems with shared resources,

(3)
(4}

{8)

(6) A processor can transmit one task st s time to the
resources. Other tasks arriving during the task
transmission time are queued.

Blockages in the system are caused by two reasons
regardless of whether centralized or distribyted scheduling
is used, namely, blockage due o the shdred links in the
network and blockage due to busy resaurces, To illustrate
blockage due to the network, consider s 4 by 4 Omega
network (Figure 2). Assume processors 0, 1, 2 are making
requests and resources 0, 1, 2 are available. Protessor 3 is
nol making & request and resource 3 is busy. Further, the
network is completely free. All the resources will be sllo-
caled if the following processor-resource ma, pings are
used: {(0,0), (3.1}, (2,3}, (o0 0, ) to.2). (1.0),
(2,13} or {{0,2), (L,1), (2,0)}. But if the followin
processor-resource mappings are used: {(0,0), (1,2), (2,1)?
or {{0,1}, {1,2), {2,0)}, then a maximum of 2 resources ean
be allocated without blocking, ‘This gives a resource utili-
zation of 879. A similar example can be generated for
the cube network. This illustrates that the scheduler
must be designed properly 10 give the maximum resource
utitization,

The llmrrorumu.-e of the RSIN and the corrupondti:g
routing algorithm used v measured by 4, the expec
delay in the queue before free resources are allocated. In
this paper, we compare four network confligurations,
namely, single bus conaecting shared resources, multiple
buses connecting private resources, Omega and cube nets
works, and cross-bar switch. Ounly distributed scheduling
algorithms will be discussed. '

3. RSINs Using Shared Bus(es) .

A shared bus is used to communicate stalus informa~
tion of resources to processors and to transmit tasks from
processors to resources. Every Llime free resources are allo-

" cated or busy resources complete their tasks, the number
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of free resources available s broadeast 1o all the con-
nected processors via the network. This new status infor-

‘. -.
" v 8,
PARLINESRS ’ ’ N MEMUMLE S
'! .‘ .
N ]
h ;)

le} Fracavemcerssaurcs mapping 0,4, 14,00, (2.2
Al ceraurigs 218 slitcpind

s "
L [

PARCLRIARS RBOUACLE
l'l f—— '1
n % '

] Precessar- reveurce mappliag: Lo,l),

11,3), 118,
Snly 3 af pha renaureas ore g lecaies

Figure 2. A RSIN using 4 by 4 Omega network.
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mation will wake up blocked requests in the queues of
processors, and the frat request in each queue that
Fequests less rosources than what is available will be sent
to the network, If multiple requests are sent to the net-
work simultaneously, an arbitrator will select one request
&t random and the other requests are queued at the pro-
cess0rs again. As & new request is generated in a proces-
sor, if the number of free resources available is less than
what is requested, the request is queued at the processor
until sufficient resources are svail;‘:ie; otherwise it is gent
to the network.

The single shared bus configuration exists in a single
bus system to which sll the resources are connected, and
in a multiple bus system in which eVery processor is con-
nected vis & private bus to & pool of private resources,
When task transmission time is very small as compared to
task service time, the single bus approach is tEa best.
Otherwise, it Is the major source of bottleneck in the sys-
tem. The private resource approach is fessible when
resources are plentiful, However, it is siill expensive as
the number of processors becomes large and the number
of types of resources incresses. It will be more efficient if

rocessors ¢an share the available resources in the system.
be single bus approach is interesting because it provides
a0 upper bound on the queucing delay.

A queueing model of the shared bus is shown in Fig-
ure 3. A shared bus in which the bottleneck is in the bus
can be modelled very simply a3 an M/M/1 queusing sye-
tem. On the other hand, if the bottleneck is in . the

- resources, then the shared bus ¢an be approximated by an
M{an queueing system. For cases in between, that s,
when neither is the bottleneck, the analysis. is elaborate.
The reason is due to the fact that Lhere is no buffer space

8t the resources and the bus muast be idle when all the
resources are busy or when no task is queued for trapsmise
sion. The state trunsition is Markovian and the state
diagram is two-dimensional. To develop u closed form
equation for the queueing time is difficult if not impossi-
ble. We resort to simulations in this case. The
performance of the shared and private resource
approzches will be shown in Section 8.

4. RSIN Using Cross-bar Switch

In contrast to the shared bus, the cross-bar switch is
non-blocking and will Eive the highest resouree utilization
and the least delay. Cross-bar communicsijon networks

have been shown o compare favorably to Banyan net-.

works for VLSI implementation provided that the whole
nelwork is implemented on one chip [6. Further, the
cross-bar switehh is ugeful in providing a lower bound on
the queueing delay.

no buffer
space at
resourcas

Mg

shared
bus

queue at
procassor{s)

resources

i"igure 3. A queueing mode] of the shared-bug,
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" In this section, the design of a cross-bar swilch to
support distributed resource scheduling is shown, The cell
design for single resource requests is presented, and can be
generalized Lo multi-resource requests. Figure 4 shows the
overall structure of a cross-bar network., Processor i,
0 < i< n, initiates 3 request by sending request signal
to the swilch along the i-th row. Resource j, 0 < j < m,
indicatea that it is free by sending a resource signal alon
the j-th column. At cell'C j Where there are request an
resource signals, the switch i3 set on and data trapsfer can
begin. The request signal is removed from any further
cells along the i-th row, Similarly, the resource signal is
removed from any further cells along the jeth column.
Each cell in the switch has enough intelligence to resolve
the conflicts and to route the requests. There is & control
latch in each cell to indicate its state. Jt is obvious that
there is no centralized control for the routing of requests.

Because requesis can ngpeu and disappear at any
time, it is important that a ¢ ange in request state for one -
processor does not affect the state of ation of other
processors, To illustrate this, referring to Figure 4(a), if
the request signal to cell ¢, i 18 removed, then the latch in
Ci) is reset and the resource becomes' fres, The resource
signal will again propagate down the j-th column. Proces -
sor k may have made a request previously. Since resource
j was.busy, it tried to search for lnotger resource ashd
found one. The new resource signal passed along the j-th
column should be ignored in cell Cy 4, I8 order not to upset
the state of the previous allocation.

. We also assume that the system operates in two
modes: request mode and reset mode. In the request
mode, processors can make requests for free resources, In
the reset mode, processors can relinquish * previously.
acquired resources. This method degrades performance
bucause requesty and rescls cunnot operate concurrently,
However, » gingle signal Jine suffices to indicate which
mode is active, - Other alternatives .which allow ropne
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Figure 4. A cross-bar switch to support decentralized
scheduling.
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currency in requests and resets include (a) the use of state
saving {atches in each cell, and (b) the use of separate
request and reset conirol lines. These alternalives require
more hurdware and will be investigated in the distributed
Oniega and cube networks, :

Referring to Figure 4(b), the inputs and outputs of
cell C;; which connects processor | and resource j have the
following meaning;: ‘

. processad i is ot searching for & free resource
M=l protessor | is seatching for & (rea resaurce
{requust wmode) -

; 0 processar | doss nod want to ehaage the stala of stlocation

X, =h procsuat | wishes 4o rulingaish the allacated resaurce

{reset mode)

X, slways raturon to 0 ad the end of ssch mode; .

o _Jo resource §is busy aad cannot accepl sy requast

= 1 resource j is free and cap necept & new request

DI, - data lige to send dala lrom the iih processor; i .

DO;) - datn lina for the j-th sesource 40 receive dats from the b processar;
@ Latch is off, any request made by processer i is pasaed Lo the pext

I-u = eell, Cu. ]
1 Lateh is on; progessor i i conbecled rosource }

8;;/Ri; - the sat/remel sigual for the control lateh in coll Cyi

MODE - controls the cell Lo be in requeat or resst wode.

The ioputfoutput relationship of the control n};nals is
shown in the truth table iz Table 1. : ’

Table I Truth table and control signals for cell C;; in a
cross-bar switeh. .

Inputs Outputs
A Y I X T Y I8 W
] 1] 0 0 1] [
0 I 0 E;J 0 0
1 0 1 0 0 0
1 1 0 V] 1 0
Xijor =%, ¥,
Yy =X Y5 0y
RI;j. = OJ i
Dd‘d = LIIJ Dll + DO,... 1
{a} Request mode
Inputs Qutputs
ALY T T Y S [
0 [1] [} [1] [1] -0
0 1 0 1 0 0
1 0 1 0 0. 1
1 1 1 H 0 1
Xije1 =Xy
Yier; Yy
X

R;; =X;
Ddl..l = EIJ Dl‘ + DOH. 1
(b) Reset mode

P

" In the request mode, the latch is set {Sij = 1) if pro-
cessor | is ‘making a request and resource j is available, If
resource j is not available (Y;; = 0), then the request sig-
nal is passed to the next gel [ki_jﬂ = X;;j) The resource
signal to the next cell (Y;4 ;) depends on the state of the
control lateh jn the qell. If'Yi; = 0, then Yiy,; = 0. If
Yj =1 and Xj; =1, then he control latch is set and
Yis1j = 0. Since the X;; signal returns to 0 at the end of
the request mode, but the Y;; signal may still be kept at
1, 80 Yy equals the gutput of the control latch (L))
when X;; =0 and Y;; ¥ 1. For those processors which
have ma’ﬁe requests Ereviously. the state of allocation is
not disturbed in the current request mode and data -
transmission ean continue. In the reset mode, if processor
i issues a reset signal, all the control latches in row i of
the network are reset. The logic equations for the eon-
trols und outputs are also shown in ‘Table 1.

The boundary connections for the switch are as fol-
lows. Each X signal is connected directly hack to P,
Similarly, each "Y,, ;j wignal is connected back to R;. Sup-
pose P; makes & request by selting Xio = 1 and it receives
at the end of the request cycle, X; . = I; this means that
the request is not satisfied and P; should tesubmit its
request in the next request eycle. Likewise, R; indicates
that it is Iree by setiing Yo, =Jl. If at the end of the
request cycle, Y, ; = 1, this mean that no resource is alloe
cated and R; shonld send out the Y, j = 1 signal continy.
ously. Othepwise, it will set Yo; = 0't0 indicate that it is
allocated. Co

Requests and resets are accepled at .the beginning of
the corresponding cyeles, They are not accepted in the
middle of a eycle because the next cyele eannot start unti]
all the signals in the current cycle have settled. In each
cycle, the signals propagate from the top left corner at
45" to the bottom right corner (Figure 4{a)) in & wave-’
like ‘motion, The maximum Lime for sign propagation
is, therefore, proportional te a+m. In the request cycle,
the maximum gate delays in each cell is four. The maxe
imum leagth of the request cycle is 4{n+ m) gate delays,
In the reset cycle, the maximum delay in cach cell is one.
:iﬂ}e maximum length of the reset eycle is (n+ m) gate

elays. .
A final remark sbout the design is that il is- asym-
metric. That is, it favors processors with lowef index
aumbers.” This means Lhat processors which are located
closer to the resources always have higher priority. How-

‘ever, it is inevitable in this approach due to the fsct that

tequest signals are initisted simultaneously ai the begin- '
ning of a request eycle. Since requests arrive stochasti-

cally and if the number of regluests arriving within a single

request-reset interval is small, the undesirable effcel of

priority scheduling is negligible. There is nol very much

gain by using a system with tokens in which a request is a

pulise of short duration, .

Au M/G/e queueing model of the eross-bar switch is
shown in Figure 5. Solution techniques for this are scarce.
The best known bounds for & GI/G/e queueing systems
are due to Kingman [27] and Brummelle [20]. However,
the lower and upper bounds differ so extensively that it is
diflicult to compare the performance with other systemas.
A reasonable approximation has also. been derived by
Allen and Cunneen [28]. It shows that for any GI/G/c
queteing system, it is approximately true that the queue-
ing delay is T :

4 = Sleegl [ ol + C.’]
#efl-p) 2
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Figure 5. M/Gfe-a queueing mode! of the cross-bar switch.
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Piéure 8. Control Signals for 8 2 by 2 exchange box.

where
CZCY are the squared coeflicient of variation for the

interarrival time and service time;
== = (== 4+ ‘=) is the expected service time;

H Bo . M . .
P = Af(uc) is the traffic intensity;

= ~——— i3 the Erlang’s C
el 4 {1=p) E Eﬁ]— formula.
k

This approximation is found to perform very well when ¢
is large and matches well with simulations. This is shown
in Section 6.

6. RSIN Using Omega and Cube Netwaorks

The Omega [11] and generslized cube [18] networks
belong to a cluss of melworks with the property that the
delay from s source to any reachable destination is pro-
portional to the logarithm of the number of source points.

35

" Process net
-

{i, jk

distributed scheduling algorithm in exchange
b/ox i on stage i of Omega and cube networks
L] .

while {true) do
= Begin™
Wil {arrival of any control signal);

FL
/*

I*

[

I

./*

end;

end process

Figure 7.

ealettlate total number of resources
reachable from the output poris +/

service status signal (S) change,

Store Siy q and 542 into the availas
bility registers A, and Az 0/

service relesse (L),

If release(s] is received, send release{s)
to appropriste output pori{s} in ‘stage
it1wf

service reject (J),

" All rejecls are collected at the input

ports. The largest reject is always ser-
viced first. Available output port(s) ure
scanned, suecessjvely uutirone with the
largest number of available resources is
found, In case of ties, a random seloc
tion is made. Set the correspondin

availability register to zero and sen

guery. Continue searching until all the
resources needed for this reject are
found, otherwise send the unsatisfied
rejects along the original input ports
over which the queries are seat and
decrease the resources queried, Jf all
the resources requested by a query are
rejecled, the query is eliminated from
the exchangu box */

service query (Q),

Queries are serviced .in a similar fashion
as rejects. The largest query is always
serviced first. «/ ‘

service completion (C},

A completion signal received is held in
an exchange box until all the necessary
completion signals are collected. When
all the resources queried sre found, a
completion signal is sent to slage i-1
along the original input port over which
the query is seat, s/

Send status signals back to the previous
stage if any change is made. Calculute
the total number of resources reachable
from the output ports. I this is
difTferent from the total caleulated previ-
ously, send S;y =83 =85, + 84y
alang the status links to stage i-1. »/

Control algorithm for each exchange box in

the

Omegs and Cube networks,
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Figure 8. Example of Omega network with four requesting
processors and four free resources, (25% of
requesta are blocked and backtracked; 100%
resource allocation; average delay = 3.50 unita.

They are chosen for their simplicity and versatility, The
basic element in these networks is a Z-input 2-oulput 4-
function interchange box which allows a straight, diago-
nal, upper broadcast, or lower broadeast connection. For
a network counecting N inputs 1o N outpuls {N is & power

of 2}, there are logyN stages and TtloggN interchange

buxes, The delay in the networks is, therefore, O{log,N).
!ﬁigurg 8 shows an example of gn Omega network with

The Omegs network is equivalent lo the cube net-
work with the difference that it operates in the reverse
direction. Furthermore, the Omega network can be rear
ranged into a ecube metwork by remaming the inputs and

outputs. This rearrangement is exemplified in the Omega:

network in Figure 8, Il By, and B, are moved 50 that
they-are adjacent to B,y and By, and with proper rela-
beling of processors and resourced, the Omega network iy
transformed iuto & cube network. Using these nelworks
as JISINs, they are, therefore, statistically equivalent. In
the lollowing discussion, we will only preseat results on
the Omega network. The performance of the cube net~
work is ideatical, :

As seen in Figure 2, some of the feasible mappings
from sources to destinations do not lead to maximal
resource allocation, A centralized scheduler has to exam-
ine all the diflerent possible ordered mappings in order Lo
allocate the maximum number of resources. Suppose x
processors are making requests and. ¥ feyources are free.

x
T:L

The scheduler haa to try & maximum of ! {for x 2 ¥}

¥
or { ! {for y > x} mappings in order to find the best

one. Sub-optimal heuristics can be used (24}, but will only
be practical when x and y are small.
_ On the other bhand, s distributed scheduling algo-
tithm allows all the requests to be scheduled in paralfel.
The resource scheduling overhead is, therefore, hrropor-
tivval to the delay timo in the network (0{log;N)) and
independent of the aumber of requesting processors,

_The distributed algorithm ig implemented by distei
buting 'the routing intelligence into the interconnection
nelwork so thal there is no centralized control. Each

exchange box can resclve conflicts and route requests to
the appropriate destinations. Il a request is blocked, it
will be sent back to the originating exchange box in the
previous stage. Ilequest routing is, thus, dynemic and all
the exchange boxes operate independently.

Before the algorithm is described, some symbols must
be defined, Functionally, there are five control signals for
each exchange box:
uuber of resources requested;
number of allocated resources to be released; |
= nummber of resources reachable from this hok;
sumber of rescurces rejected from the search;
oumber of free resources guccessfully found.

There are associated registers in each exchange box which
store this information. These control signals are indicated
in Figure 8. The first subscript in the notations indicates
the stage at which the sigual originates. The second sub-
script Indjcates thal the signal is originated from or
directed to the upper/lower ball of the box, The index of
the box, j, is kmplicit and not ineluded in the notations,
The control algorithm for each exchange box is writ-
ten in pidgin Algol and is shown in Figure 7. The total
oumber of reachable resources from the two input ports
are calculated ai the beginning and at the end of the loop.
If any change is detecled, this information is passed back
to the previous stage. This allows status change to be
propagsted s early as possible. When & connection is
released, the stalus information does nol change because
resources may still be processing the tasks, Rejects are
serviced before queries because they have higher priority,
Reject/query with the largest number of  resources is
always serviced first. QOutput ports ordered by the
pumber of accessible resources are chosen successively. In
case of ‘lies, & random selectivn is made. Alter s query is
sent 1o an output port, the corresponding availability
register is zeroed because resources are no longer accessis
ble from this port. In servicing completion signaly, since &
query may request mulliple resources and they may he
seut through multiple output ports, all the completion sigs
nals for & guery must be assembled before they are sent
back lo the previous stage. The algorithm shown in Fig-
ure 7 is applicable to exchange boxes with a larger

Q-uvgc
Huupann

" pumber of input and output ports (such as the Banyan

and delta neiworks), _

As an example, Figure B shows an 8x8 Omega net-
work. Suppose resources Rg, Ry, Ry and Ry are available
and status information are passed to the processors.’ The
numbers on the output/input porls represent the status.
information received/sent. Assuming thet Py, Py, Py, snd
P sre requesting ons resource each, the requests are sent
simultaneously to the network after new status- informa-
tion arrives. {n stage 0, oo conllict is encountered. B, in
stage | receives two requests. Since only one output ter~
minal leads to free resources, the request originating from
Bygy is rejected, This request, subsequently, Buds another
route via B,y and ‘Byy to Ry In this example, each
request has lo psss through 3.5 exchange boxes on Lthe
average before it finds a free resource. For clarity, status
changes dus to new requests are not indicated in the
figure.
¢ One peculiar characteristic of the network is that
status information changes always arrive at the processors
simultancously since the delay through all the boxes are
identical. Requests queued at processors, Lherefore, epter
the network simultapcously., This may c¢ause undue
conltict, especislly to multi-resource requests. A solution
is to use a similar strategy 83 Ethernet |20} which initintes
requests with a random delay after the arrival of pew
status information.
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The Omega and cube networks have less blocking
than the shared bus, but have higher blacking than the
cross-bar switch. A queueing model is currently under
investigation.

8. Performance Comparison of Different RSINs

In this section, we compare the performance of the
different RSINs. Performance is measured in terms of
queveing delay at the processors, We expect that the
cross-bar switch to bave the least delay and the shared
bus to have the highest delay.

We assume that there are 18 processors and 32 ident
ical resources, Four RSINs are compared, pamely, siogle
sharcd bus {16/1x1x1 UNIBUS/32), single bus for each

processor - with two private ‘resvurces (1G/1x)x1
UNIBUS/2), 10x18 Omegn or cube network (16/1x16x16
CUBE/2) "and 18x32 cross-bar switch [16/1x16x32
XBAR/1)

Ay mentioned before, the ratio of task transmission
titie to task service lime is important in determining the
eurfommuce of uetworks other than the eross-bar switch.

¥e have jnvestigated the cases of p/p, = 0.1 and 1.0
respectively and they are ploited in Figures 9 and 10.
The delay times are normalized with respect to the gver-
shows

age taak  service times. The x axis
= , the traffic intensity of the 16x32
1 1
H(o= + =)
Ha My

cross-bar swilch. In Figure 0, it is seen that the perfor-
mance of the cross-bar switch is the best and is very close
to that of the cube network. Allen-Cunueen's Gl/G/e
approximation of the cross-bar switch is also very.close Lo
the simulated performance. The single bus system is
scceptable for g, below 0.34. The private resource
approach is feasible for small p,. As the workload
increases, the delay becomes intolerable. In Figure 10,
which shows the case when the average task transmission .
time is equal to the average task service lime, the cross-
bar switeh is found to be unaflected because the network
is bon-blocking. The cube network and private bus

..
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Figure 9. Normalized queucing delay of RSINs with respect
to p,,, tralfic intensity of cross-bar switch for
alu, =015
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Figure 10. Normalized queueing delay of RSINs with
tespect to g, traflic inlensity of cross-bar switch
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Figure 11. Normalized queueing detay f;:r different ratios
of . p,/p, vnder heavy load (p, = 0.8),

behave identically at low load. As the load.incresses, the
rivate bus approach is worse. The single bus approach
Eu bigh blocking at very low lead.

In Figure 11, we have compared the different RSINs
with varying ratios of task trapsmission time and task ser-
vice time under heavy load. It is seen that the queueing
delay in the cube network levels off as the ralio increases
while the deluy for the private bus tends to diverge to
inlinity (not indicated in t';.le figure).

In summary, the cross-bar switch results in the
minimum queueing delay, but is the most expensive
approach. ql‘he single bus approach is only acceptable
when the tusk transmission time v very small as com-
pured Lo the task service time, The private bus approach
compares favorably with the cube netwofk under light
load, but becomes unacceptable under heavy load. We

.
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conclude thal networks with logarithmic delays is the
most versatile and cost-effective candidate as a RSIN,

7. Conclusion

fo this paper distributed scheduling algorithms [for
resuurce sharing are studied. Resource sharing dilfers
from convéntional accesses through addresses in that a
request s directed towards any one of & pool of [ree
resources. A centralized seheduling algorithm can be used
to search for the addresses of free repources and supply
them ta the requests. A conventional address mapping
_neiwork can be used. The scheduler is a potentinl source
of bottleneek because all requests are serviced sequens
tially. On the other hand, a distributed scheduling algo-
rithm allows requests to be scheduled in parallel with a
delay time that is proporiional to the neiwork delay and
independent of the number of requests. .

" Four resource sharing interconnection networks util-
izing distributed scheduling are compared In this paper,
The eross-bar switch results in the least delay time, but is
the most expensive, The single bus has the highest block-
ing and is the least expensive.” The privale resource
approach suffers from the unnecessary replication of
resources and is not practical when tlie number of types of
resources i large or when resources are expensive,
Nelworks which have queucing delays between the private
tesource approath and the cross-bar switch are networks
with Jogarithmice delays such us the Omega and cube net-
works, They represeot versalile and cost-effective inter-
conneciion networks for resource sharing, .

Although we lave studied cases with one class of
identical resources, the approach can be extented easily to
s general systern where there are multiple (ypes of
resources. ‘Vhe algorithms discussed have to be modified
by identifying the type of resource requested by a proces-
sor and the type of resources reachable from an exchange
box. This can be done by sending o binary re(luust code
{instead of 1 bit) in the distributed algorithins. In the dis
tributed Omega and cubo nevworks, mulliple resource
availubility registers have Lo he used in each exchange
box. In the degenerate case where there is one resource of
each type, the network vperates in the address mapping
mode und the resource Lype in each request becomes its
address. Resource accesses, Wherefore, are a generalization
of the couventional address-mapping sceesses,
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