
kTtowladga prepared by the software ·oracle· of the sys­
tem. and down-loaded prior to the start of the search. 

Hitac::h has been in preparation for nearly 3 years, 
during which tlma graduate student Carl Ebeling designed 
the hordware and MOSIS manufactured the spacial purpose 
VSLI chips. Since the beginning or 1985, a team headed 
by Hans Berliner has flashed out the system to be a useful 
chess ploylng entity. Involved In the system building 
ware: Carl Ebeling: Hardware design and construction. 
Gordon Goetsch: system software. Andy Palay: initial con­
capt and search strategies, Murray Campbell: openings 
and tasting; Larry Slomar: hardware construction, and 
Hans Berliner: chess knowledge. 
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ABSTRACT 

In this survey. we will provide a short survey and 
classification on the current work In spacial purpose ar­
chitectures to support AI applications. In spite of tho 
growing Importance of AI applications, work In the araa of 
designing AI architectures ore so diversified that articles 
ware published In other areas ·besides AI, ranging from 
psychology, medicine. manufocturlng, computer architec­
ture, aoftwora engineering, and dltabase management to 
lndustrlol anglnaarlng, operation• research, and the list 
growa. The llterotura aaarch Is also complicated by the 
foct that with the development of the Fifth-Generation 
Computer· Systama, soma work In this area Is very recant 
ond woa publlahed In many foreign countries. During our 
llterotura search to compile this survey, we systematically 
want through over sixty different journals published In 
vartoua countries and proceedings from over fifty con­
ferences In the last twenty years ond over seventy books. 

1. INTRODUCTION 

Many of today'& computers are single-processor von 
Naumonn machines designed for sequential ond deter­
ministic numerical computatlons[l-41 and are not 
equipped for AI applications that are mainly parallel non­
deterministic symbolic manlpulations[5-8). Consequently, 
efficient computer architectures for AI applications would 
be sufficiently different from traditional computars[D-18). 
These architectures have the following requirements. 

S!lmbol.1c Processing: In the mlcrolevel, AI ap­
pllcotiona require symbolic processing operations such 11 
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comparison, selection, sonlng, matching, logic set opera­
tions (union, lntarsactlon, and negation), contexts and par­
tition. transitive closure, pattern retrieval, and recognition. 
In a higher laval, these applications may require the 
processing of nonnumertcal data such 11 aantances, 
speech, graphics, and Images. Efficient computers 
designed for thou applications should possess hardware 
for symbolic processing functions(IQ-21). The most lm­
ponant ones are . tagged mechanlsms[20,22) and hardware 
stacks[23! 

Parallel and Distributed Processing: 
Moat AI problems are complex[24,25) and must be 
evaluated by high-performance computers. Due to tech­
nological limitations of physical devices, parallelism Is per­
haps the only promising mechanism to further Improve the 
performance of computers[&, 10,26-29! To prevent the 
bottleneck of a centralized controller, Intelligence In such a 
system should be decentralized. In applying multiprocess­
Ing and distributed processing to solve problems with ex­
ponential complexity, which Ia typical for problema In AI, 
one must realize that multiprocessing Is useful In Improv­
Ing the computationol efficiency, ond not in extend­
ing the solvable problem size[30). To extend 
the solvable problem space of such problems, the key Is 
to find baner models and more efficient heuristics. 

Nondeterministic Processing: Moat AI al­
gorithms are nondatarmlnlatlc[31l that Is, It Ia 1mposslble 
to plan In advance the procedures to execute and to ter­
minate with the available Information. Therefore, dynamic 
ollocetion ond load balancing of computational resources 
are essential In AI archltectures[10,32l Further, an ef­
ficient Interconnection network Ia needed to dlssemlnota 
Information for the acheduler. The trodeoff between the 
ovarhead of distributing the scheduling Information and 
the overhead for the extra work needed without the 
scheduling Information must be made. Moreover, efficient 
gorbaga collection Ia lmponant for AI architectures owing 
to tho dynamically allocated atorage[32-34l 

Knowledge Base Hanagement: Since a vary 
Iorge amount of Information have to- be stored and 
retrieved In AI applications, large knowledge bases are 
lnevitabla[35-38). An Implementation using a common 
memory Is Inappropriate due to access conflicts. A 
decentralized memory system with distributed Intelligence 
and capabilities for pattern matching and proximity search 
Is required. 

Software Oriented Computer 
Architectures: ·rhe efficiency of 1 computer system 
for an AI application depends strongly on Its .knowledge 
representation and the language used. An efficient AI ar­
chitecture should be designed oround the knowledge 
representations of the problems to be solved and the 
high-laval AI languages to be supported. Funhar, the 
designed architectures should adapt to changes In 
granularity and data formats of various application&. Ex­
amples of these architectures are the dataflow 
machlnas[39,40l object-oriented archltectures[41,42L Lisp 
machlnes[18.22L and Prolog-Uka machines, such as the 
Fifth Generation Computer Systam[14). 

Currently, extensive rese1rch are carried out in 
designing efficient AI architectures. Many existing con­
cepts In computer architecture, such as dataflow 
processing[43,441 stock machines[231 tagging[20l 
pipellnlng[27l direct execution of high-level 
languagas[45-47l database machlnes[48l multiprocessing, 
and distributed processing, can be Incorporated Into future 
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AI architectures. New concepts In computer architectures 
are also expected. 

Z. ARTIFICIAL INTELLIGENCE 
LANGUAGES AND PROGRAMMING 

One goal of computer scientists working in the field 
of AJ Ia to produce programs that Imitate intelligent be­
havior of human baings(49-53L Von-Neumann-style pro­
gramming that uses imperative languages. such as Fonran 
and Pascal, is inadequate due to ita inability to specify 
parallel tasks and its unacceptable complexlty(54-56l To 
enha_nce programmers' productivitva 1 type of problem­
oriented languages called declarative languages have been 
developed and widely applied In AI programming(S7t 
Funct .tonal progra-.tng(55,58.58) and logic 
progra-.tng!&0-64) are the major programming 
paradigms of decl~rative languagea. 

Functional programming does not contain any notion 
of the present state, program counter, or storage. Rather, 
the "program" Ia a function in the true mathematical 
sense: it Ia applied to the Input of the program, and the 
resulting value Ia the program's output. The terms 
functional language, appl.tcat.tve language, 
dataflow language, and reduct.ton language 
have bean used somewhat lntarchongaably(65-68l Ex­
amples ol functional languages are puro Lisp[69-73l 
Backus' FP[54L Hopa[74l Vai(75L and ld(76l Interest in 
functional programming is steadily growing because it is 
one of lhe taw approaches that attar a raal hope of reliev­
ing the twin crises of Al-orientad computing today: the 
absolute necessity to reduce the cost of programming, and 
th• need to find computer designs that make much baner 
usa ot the power of VLSI and parallelism. 

In its modest form. a logic program raters to the 
procedural Interpretation of Horn clauses predicate 
logic(63.64l The computer language Prolog(77-82) is 
basad on logic programming. Generally speaking, logic 
programming ·is a reasoning-oriented or deductive pro­
gramming. In tact, soma Ideas of logic programming, like 
automatic backtracking, have bean used in early AI lan-
guag'l•. ClA3(49l PLANNER, MICROPLANNER, and 
CONNIVER(51.83l Logic programming has recently 
r~caivad considerable attention because of its choice by 
the Japanese as the core computer language for the Fifth 
Generation Computer System Project(84]. Although 11 
seems on the surface that logic programming Is an inde­
pendent and somewhat separate notion from function pro­
gramming, an ideal Al-programming style should combine 
the features ol both languages and may be callep 
"assenlonal programming"(& tl 

New languages and programming systems are being 
developed to simplify AI programming radically. It is ax­
peclld that object-oriented programm.lng(85) will 
be lmponant in the 1980's as structured programming waa 
in the 1970's. The language Smalltalld86,87) is an example 
of object-oriented programming. Some Ideas of objact­
orlentad programming have been usad In existing lan­
guages and ayatems. auch as Slmula, 85000, Lhsp-AI notion 
of frame, ADA, and CLU. Other new abject-oriented pro­
gramming systems have also bean developed(41,42,88-90). 

AJ programming languages have had a central role in 
the history of AI research. Frequently, new Ideas In AI are 
accompanied by a new language that is natural for the 
ideas to be applied. Except for the widely used language 
Prolog, Lisp and Its dialects, Macllsp(91 L lnterllsp(92,93L 
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Olisp(94L Common Lisp(95l Fran• Uap(96l ate .• monv o:ho< 
AI longuage have baen designed and Implemented. b· 
amples Include IPU97,98] PLANN£R(99l CONNIVER!IIJl 
KRUIOOl NETU101l SAJU102l POP•2(103l FUZZV(104l ond 
first-order logic. In general, three capabilities, n-amely. ec­
tlon, description. and reasoning, are needed tor an AI lon­
guage. Historically, languages atrong In one of these 
capecitiea tended to be relatively weak In others. Prolog 
is a reasoning-oriented language that is limited by its in­
efficiency of description ond action. Usp. the second 
oldest programming language In present widespread use 
retains some features of von Neumann programming. 
Some now languages. such as Logllsp[61l and QUTE[t 051 
which amalgamate Prolog and Usp In natural ways, heve 
been developed. On the other hand. to explore parallelism. 
the parallel versions of Prolog and Usp, such as 
Parlog(106l Concurrent Prolog(107,108l and Concurrent 
Usp(109,110L have been proposed. Recant ettons are 
aimed at automllic programming that will allow the 
program to be generated from a simple specification of 
the problam(111•115l 

Besides programming longuogas. It become apparent 
to the AI community since .the mid-19601 that infaranc• 
alone. evan those augmented with heuristics. ware often 
Inadequate 10 aolva real-life problamL To enhance the 
performance of AI programs, they muat ba augmented 
witll knowledge of the problem domain rather than formal 
reasoning methods. This realizetion gave birth to 
knowledge engJ.neer J.ng or knowledge-based 
S!IStem. the liald of opplled Al(116,117l 

A knowledge-based expert S!/Stem. or in 
shan. expert system. Ia a knowledge-intensive program 
that solves problems in a specific domain normally requir~ 
lng human expanlse(17,118-124l An axpen system con­
slats of two pans: knowledge base and Inference proce­
dure. The knowledge base contains the facts and heuris~ 
tics, while the Inference procedure consists of th~ 
processes that search the knowledge base to Inter solu­
tions to problems. form hypothesea. and so on. What dis­
tinguishes an expert system from an ordinary computer 
application ia that. in a conventional computer program, 

panlnent knowledge and the methods tor utilizing it are all 
intermixed, while in an expen system, the knowledge base 
is separated from the inference procedure, and new 
knowledge can be •dded to the system without 
reprogramming. 

Contemporary expert-system development techniques 
are shifting towords the use of software development 
tools that reaembie • programming lenguage, but include 
internal usar-•cceulbla databas11 and other hiQh-laval 
strategies for using knowledge to aolve 1 class of 
problems(119,122,125.126l Each tool suggests soma ad­
ditional design propenias. such as rule-base and backword 
reasoning, tor the knowledge-system architecture. Three 
of the most popular families ot expert-system tools are: 
(1) EMVCIN(127,128l KS300, and 5.1; (2) HEARSAV-111[129) 
and AGE(130t and (3) OPS that Incorporates tha MVCIN, 
HEARSAY-II, and Rl (XCON) axpen-system lamolies(131]. 
Other expan-systam tools Include LOOPS(132l ROSIE[133l 
RLU134l MRS. and KMS. Some of these toots. a1m to 
provide a mixture of representations and inference tachQ 
niquaa. Knowledge-acquisition tools such 11 
TEIRESIAS(I35l EXPERT(136l KAS(137L and laarnong tool• 
such as META-OENORAU138) and EURISK0(13Bl have 1110 
bean developed. 
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3. MICRO AND MACRO LEVEl AI ARCHITECTURES 

The VLSI (Vary-largo-Scala-Integration) technology 
flourished In the past ten years(140-144) and resulted In 
tho development of advanced mlcroprocessors[145l semi­
conductor memorlos[146l and systolic arrays[147-151]. 

The mlcrolevel architectures consist of architectural 
designs thot are fundamental to applications In AI. In the 
design of masslvoly parollal AI machlnas(152l some of the 
basic computational problems recognized are set Intersec­
tion, transitive closure, contexts and panltlona. bast-match 
recognition, Oestllt recognition, and recognition under 
transformation. These operations may not be unique in AI 
and may exist In many other applications as well. Due to 
tho simplicity ot some ot these operations, they can 
usually be Implemented directly In hardware, especially In 
systolic arrays using the VLSI technology. Many other 
basic operations can also be Implemented In VLSI. Ex­
amples include sonlng[ 153-162] and selection( 163,1641 
computing transitive cloaure[147,165l string and pattern 
matchlng[19,166-172l selection from secondary 
mamorlas[173,174l dynamic programming 
evaluatlons[165,175,176l proximity searches(177l and 
unification[ 178-1821 

Some AI languagea such as lisp diller from traditional 
machine languages in that the program/data storage Is 
conceptually an unordered sat of linked record structures 
of various sizes, rather than an ordered, lndexable vector 
of numbers or bit fields of a fixed size. The Instruction 
set must be designed according to the storage 

structure(183l Additional concepts that are wall suited tor 
list processing are the tagged-memory[184,20) and stack 
archltectures[23). 

The macrolavel Is an Intermediate laval between the 
mlcrolevel and the svstam level. In contrast to the 
mlcrolevel architectures, the macrolaval architectures are 
(possibly) made up ot a variety oi mlcrolevel architectures 
and perform more complex operations. However, they are 
not considered as a complete system that can solve 
problems In AI applications. but can ba taken as more 
complex supponlng mechanisms tor the system level. The 
architectures can be classified Into dictionary machines, 
database machines. architectures tor searching. and ar­
chitectures tor managing data structures. 

A dictionary machine Is an architecture that suppons 
the lnaanlon, deletion, and searching for membership, ex­
tremum, and proximity of keys in a database[185-t92l 
Most designs are based on binary-tree erchitacturea; 
however, design using radix trees and a small number of 
processors have bean found to ba preferable when keys 
are long and clustared[187l 

A database machine Is an architectural approach that 
distributes the search Intelligence Into the secondary and 
mass storage, and relieves the workload of the central 
processor. Extensive raaearch has been carried out In the 
post decade on optical and mass storage[193,194l backand 
storage syatems[195l and database mochlnes[196-205l. 
Earlier databosa machines developed ware mainly directed 
towards general-purpose relational database management 
systems. Examples Include tho DBC, DIRECT. RAP. CASSM. 
associative arrey processors. text retrieval 
systams[196,t97L and CAFS(2D2l Nearly all currant 
research on database machine• to support knowledge 
databases assume that the knowledge database Is rela­
tional. hence research Ia directed towards solving the disk 
paradoxl198) and enhancing previous relational database 
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machines by extensive parallellsm(206-208,38l Commer­
cially available database and backend machines have also 
boon applied In knowledge managemant[209-21 11 

Searching Is an essential to many applications, al­
though unnecessary combinatorial searches should be 
avoided. The suitability of parallel processing to searching 
depends on the problem complexity, the problem 
representation, and the corresponding search algorithms. 
Problem complexity should be low enough such that a 
serial computer can solve the problem In a reasonable 
amount ol time. Problem representations are very Impor­
tant because they are related to the search algorithms. 
Parallel algorithms have bean found to be able to dramati­
cally reduce the average-time behavior of search 
problems. tho so-called combinatorlally implosive 
algorlthms[212-214l 

A search problem can be represented as searching an 
acyclic graph or a search tree. According to the functions 
of nodes in tho graph, the problem Is transformed Into one 
of the following paradigms: (a) AND-tree (or graph) search: 
all nonterminal nodes are AND nodes, (b) OR-tree (or 
graph) search: all nontermlnal nodes are OR nodes. and (c) 
AND/OR-tree (or graph) search: the nontarmlnal nodes are 
either AND or OR nodes. A divide-and-conquer algorithm 
Ia an example algorithm to search AND trees; a branch­
and-bound algorithm Ia used to search OR trees; and an 
alpha-beta algorithm Is uaad ·to search (AND.IOR) game 
trees. Parallel algorithms tor dlvlde-and-conquarf215l 
branch-and-bound(216-223l and AND/OR-graph 
search[224-22&) have bean developed. Various parallel ar-
chitectures to support divide-and-conquer 
algorlthms[227,228) and branch-and-bound 
algorlthms[22g-238.30] have bean proposed. 

Extensive research has bean carried out In supponlng 
dynamic data structures In a computer with a limited 
memory space. Garbage collection Is an algorithm 
that periodically reclaims memory space no longer needed 
by the users[32-34,239-251l This Is usually transparent to 
the users and could be Implemented In hardware, 
software, or a combination of both. For efficiency reasons, 
additional hardware such as stacks and reference counters 
are usually provided. 

4. FUNCTIONAL-PROGRAMMING-ORIENTED 
ARCHITECTURES 

The origin of functional languages as a practical class 
of computer languages can perhaps be traced to the 
development ot lisp by McCanhy[70) In the early 60's, but 
their ancestry went directly back to the lambda calculus 
developed by Church In the 1930's. The objective ot writ­
Ing a functional program Is to define a set of (possibly 
recursive) equations tor each tunctlon(252l Data struc­
tures are handled by Introducing a special class of tunc­
tiona called constructor functions. This view allows func­
tional languages to deal directly with structures that would 
be termed "abstract" In more conventlonat languages. 
Moreover. functions themselves can be passed around as 
data objects. The design of the necessary computer ar­
chitecture to support functional languagea thua centera 
around the mechanisms of efficient manipulation of data 
structures (list-oriented architectures) and the parallel 
evaluation of functional programs (function-oriented 
architectures). 

L!st-or!ented architectures are architec­
tures designed to olliclantly suppon the manipulation ot 
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data structures and objects. Lisp, a mnemonic for list 
processing language, is a wall known language to support 
symbolic processing. Thera are several reasons why Lisp 
and list-oriented computers are really needed. First, to 
relieve the burden on the programmers. Lisp was designed 
as an untyped language. The computer must be able to 
identify the types of data. which involves an enormous 
amount of data-type checking and the use of long strings 
of instructions at compile and run times. Conventional 
computers cannot do these efficiently in software. 
Second, the system must periodically perform garbage 
collection and reclaim unused memory at run time. This 
amounts to around tan to thirty p8rcants of the total 
processing time in a conventional computer. Hardware 
implementation of garbage collection is thus essential. 
Third, due the natura of recursion, a stack-oriented ar­
chitecture Is more suitable for llat processing. Lastly, llat 
processing usually requires an enormous amount of space. 
and the data structures are so dynamic that tile complier 
cannot predict how much space to allocate at compile 
time. Spacial hardware to manage the data structures and 
the large memory space would make the system mora 
coat affective and efflctent(253-255,1Bl 

The earliest lmplementation of Lisp machines were 
the PDP-6 computer and its successors the PDP-10 and 
PDP-20 made by the Digital Equipment Corporatton(70). 
The halt-word instructions and the stack instructions of 
these machines were developed with Uap'a requirements 
in mind. Extensive work has bean done tor the DEC­
system 10's and 20's on garbage collection to manage ond 
reclaim the memory space used. 

The design of Usp machines waa ataned at MiT's AI 
Laboratory in 1974. CONS. designed In 1976{256-2591 wos 
superseded In 1978 by 1 second-generation Usp mochine, 
the CAOR. This machine wu a modal for tile flrat com­
merclolly ovailable Lisp machinea(260-262L Including the 
Symbollcs LM2, the Xerox 110~ lntarllsp work station. and 
the Lisp Machine Inc. Sarles ill <;AOII. ail of them delivered 
in 1981. The thlrd-generotion mochlnes were basad on 
additional hordware to support data togging and garbage 
collection. · They are characterized by the Lisp Machines 
Inc. Lambda supporting Zetalisp and LMUsp(260.261.22). 
the SyiJlbolics 3600 supponlng Zetalisp, Flavors. and 
Fortran ?7(20,263-2651 the Xerox 1108 and 1132 suppon-

. inq lntarllsp-D and Smalltolk(266-26Bl and the Fijitsu 
~ACOM Alpha Machine. a backend Lisp processor suppan­
ong Macllsp(269,270l Moat of the Usp mochinas support 
networking using Ethernet. The LMI Lambda has a NuBus 
developed at MIT to produce 1 modular. expandable Uap 
machine with mu&tiproc:aaaor architecture. 

A single-chip computer to support Liap hoa bean tm- • 
plamented in the MIT SCHEME-79 chlp{271,272,183l Other 
experimental computers to support Lisp and liar-oriented 
proceuing have bean raported(273-282l These mochlnes 
usuolly have additional hardware tobias, hashing hardware, 
tag machonisma, and lilt processing hardware. or are 
microprogrammed to provide macroinstructions tor list 
processing. Experimental multiprocaasorlng systems have 
been proposed to executa Lisp programs 
concurrently(110,283-288). Dotaflow processing Is suitable 
to~ Lisp as these programs are generally data 
dnvan[289,290~ Other multiprocessing and dataflow ar­
chitectures to support list processing have been proposed 
and davelopad(291-296l 

Besides specialized hardware Implementations, 
software implamentationa on general-purpose computers 
are olso popular. The aorlieat Usp compilers ware 
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developed on the IBM 704 and later extended to the IBM 
7090, 360. and 370. Various strategies for Implementing 
Lisp compilers have bean proposad(71,21,297,93,72.298l 
and conventional microcomputers have been used to im­
plement Lisp compilerstzsg-3021 Uap Ia also avoilabla on 
various general- and spacial-purpose work stations, typi­
cally basad on multiple 68000 procassorsl299,302). Lisp 
has bean developed on Digital Equipment Corp. VAXstation 
100. 1 MC68000-baaed personol graphics work alation. and 
clusters of 11n82s running severol dlolects of Lisp and 
Common Llsp[303l One dlolect of Lisp, Franz Lisp, 
developed at the University of California, 9erkaley. was 
written in C and runs under Unix and Is available on many 
general-purpose work stations. 

Architectures have alao been developed to support 
object-oriented programming languages which have bean 
extended from functional languagaa to additionally imple­
ment operations such 11 creating an object, sanding and 
receiving meaaagas, modifying on objects' state, and form­
Ing claas-superclau llierarchiesi304.305A1l Smalltatk. 
first developed In 1972 by the Xerox Corp., Ia recognized 
os 1 simple but powerful woy of communicating with 
computers. At MIT, the concept woa extended to become 
the Flovors syatem. Spacial hardware end multiprocessors 
have bean proposed to directly support tile processing of 
objact~oriented longuagasl30&,42.88,90l 

In t'unc:t.1on-or tented arc:b.ttec:tures. the 
design issues canter on the physical Interconnection ot 
processors. the method used to "drlva" the computation. 
the representlltion of programa and data. the method to 
Invoke and control parallelism. and the optimization 
techniquas[307].. Desirable features of such architectures 
should include 1 multiprocessor system with a rich inter­
connection structure, the representation of list structures 
by balanced trees, and hardware supports for demand­
driven execution.. low-overhead proc••• creation, and 
atoraga monagement. 

Architectures to support functional-programming lan­
guages can be ciiSsifiad 11 uniprocessor architectures. 
tree-structured machines. data-driven machines. and 
demand-driven machines. In a uniprocessor architecture. 
besides tha machonisms to handle lists. odditional stacks 
to handle function calls and optimization for redundant 
calls and arroy oparotlona may be 
lmplemanted(272,308-310.671 Tr .. -structured machines 
usually employ lazy evaluations, but suffer from the bot­
tleneck at the root of the tree(311-316l Dataflow 
machines are also natural candidates for executing func­
tional programs and have tremendous potential for paral­
laUsm. However. the Issue of controUing parallelism 
remains unresolved. A lot of the recent work is con­
centrated on demand-driven machines which are based on 
reduction machines on 1 set of toed-balanced (possibly 
virtual) procaasors(292.317-326l 

Owing to the different motivation• and objectives of 
various lunctlonal-programmlng-orlented architectures. 
each machine has Ita own distinct features. For example. 
the Symbollcs 3600(265) was designed for an interactive 
program development environment where compilation is 
vary frequent and ought to appear Instantaneous to the 
user. Thla requirement simplified the design of the com­
plier ond results In only 1 atngla-addresa Instruction for­
mat, no Indexed and Indirect addressing modes. and other 
mechanisms to minimize the number of nontriviat cholcea 
to be made. On the other hand. the aim in develOPing 
SOAR(90) was to demonstrate thot a Reduced lnltr .. ctoon 
Set Computer could provide high performance In an e•-
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ploratory programming anvlronmant. Instead of 
micrccoda, SOAR relied on software to provide compll­
catird operations. As a result, mora sophisticated software 
tachlliquas ware used. 

S. LOGIC AND KNOWLEDGE ORIENTED ARCHITECTURES 

In logic and knowledge oriented architectures, the 
Ideal goal Is lor the user to spaclfy the problem In terms 
of the properties of the problem and the solution (logic or 
knowledge). and the architecture exercises the control on 
how the problem is to be solved. This goal is not fully 
achieved yet, and users still need to provide small but un­
due amounts of control information in logic programs, 
partly by ordering the clauses and goals In a program. and 
partly by the usa of extra-logical "features" In the lan­
guage. 

Knowledge and logic oriented architectures can be 
classified according to the knowledge representation 
schemes. Besides incorporating knowledge into a program 
written In a functional programming language, some of the 
well-known schemes are logic programa and semantic 
networks. According to the search strategy, logic 
programs can funhar be classified Into production systems 
and logical lnfaranca systams{15-17 .327 ,178,17g! 

Substantial research has bean carried out on parallel 
computational models of utilizing AND parallelism, OR 
parallelism, and stream parallelism in logical inference 
svstems{39,328-342l production svstems{343-345), and 
others[346! The basic problem on the exponential com­
plexity of logic programs remains open at this lime. 

Sequential Prolog machines using software 
interpretation[347,348L amulation{349.350L and additional 
hardware suppon such as hardware unification and 
backtracking[351,352,180) have been proposed. Single­
processor systems for production·systems using additional 
data mamories[353) and a RISC architactura(17g) have 
been studied. 

New logic programming languages suitable for parallel 
processing have been investigated[354! In particular, the 
use of predicate logic[355l extensions of Prolog to be­
como Concurrent Prolog[356-362l Parlog[363l and Oaila­
Prolog[364L and parallel production svstems{365) have 
been developed. Concurrent Prolog has also been ex­
tended to include object-oriented programmlng[360) and 
has been applied as a VLSI design language[36H One in­
teresting parallel language is that of systolic programming, 
which Is useful as an algorithm design and programming 
methodology for high-level-language parallel 
computers[366). 

Several prototype multiprocessor systems for 
processing inference programs and Prolog have been 
proposed, soma of which are currently under construction. 
These systems include multiprocessors with a shared 
memorvl358l ZMOB, a multiprocessor of ZSO's connected 
by a ring natworkl367-371l AQUARIUS, a heterogeneous 
multlprocesaor with a cros:.bar awltch[372l and MAGO. a 
cellular mtchlne Implementing a Prolog eompilar that 
tronsiates 1 Prolog program Into a formal functional 
progrom(373! Techniques for analyzing Prolog programs 
such thot they con ba processed on a dataflow architec­
ture have been derlvod[374-376,40l DADO Is a mul­
tiprocessor avatem with 1 blnerv-tree interconnection net­
work that implements parallel production 
tyttoms[377-3801 An euocietlve processor has bean 
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proposed to carry out propositional and first-order predi­
cate calculus[381). 

II has been recognized that a combination of Lisp, 
Prolog, and an object-oriented longuage such as Smaiitalk 
mav be a better language for AI applications[382l Com­
puter of this type that implements 1 combination of the AI 
languages may use microprogramming to emulate the 
various functions. Prolog is also available as a secondary 
language on some lisp machines. A version of Prolog in­
tarprator with 1 speed of 4.5 kllps has been developed for 
Lisp Machine's Lembda[260! Some of the prototype mul­
tiprocessors, such as ZM08[367-371) and MAG0[373l were 
developed with a flexible architecture that can implement 
object-oriented, functional, and logic languages. FAIM-1, a 
multiprocessor connected in the form of a twisted hex­
plane topology, Implements the features of object­
oriented. functional, and logic programming In the OIL pro­
gramming language[383). 

Besides representing knowledge In logic. it can also 
be represented In terms of semantic nets. Proposed and 
experimental architectures have been developed. 
NETL!384,101,385l and II generalization to THISTLE[152l 
consists of an array of simple cells with marker-passing 
capability to perform searches. sat-intersections. In­
heritance of properties and descriptions. and multiple­
context operations ·on semantic nets. Thinking Machine's 
Connection Machine Is a cellular machine wkh 65,536 
processing elements. It Implements marker passing and 
virtually reconfigures the processing elements to match 
the topology of the application semantic nets{386,387). 
Associative processors tor processing semantic nets have 

also been proposad[388,38~). 

Soma AI architectures are basad on frame represen­
tations and may be called object-oriented architectures. 
For example, the Api. ary developed at MIT is a mul­
tiprocessor actor system{286). Actor Is an object that 
contains a small amount of state and can perform a few 
primitive operations: sending a message, creating another 
actor, making a decision, and changing Its local state. An 
efficient AI architecture also depends on the problem­
solving strategy. The basic: idea of the Boltzmann 
machJ.ne developed at the Carnegie-Mellon University is 
the application of statistical mechanics to constraint­
satisfaction searches in a parallel network{390). The most 
interesting aspect of this machine lies in its domain­
Independent learning algorilhm[391). 

With the inclusion of control Into stored knowledge, 
the resulting system becomes 1 distributed problem solv­
ing system. lhasa systems are characterized by the rela­
tive autonomy of the problem solving nodes, a direct con­
sequence of the limited communication 
capabllity[392-3g4). With the proposed formalism of the 
Contract Nat, contracts are used to express the control of 
problem solving in a distributed processor 
architecture[395-397). Reiotad work in this area include 
Petri-net modellng(398l distributed vehicle-monitoring 
tastbed[39g,4001 distributed air-traffic control aystem[401l 
and modeling the brain as 1 diatrlbuted avsteml402.403l 

&. FIFTH GENERATION COMPUTER SYSTEM 

Tha Fifth-Generation-Computer-System. or FGCS. 
project was a project started in Japan In 1982 to further 
the research and development of the next generation of 
computers. It was con;ectured that computers of the next 
decade will be used Increasingly for nonnumeric data 



processing such as symbolic manipulation and applied AI. 
The goals of the FGCS project are 

1. to implement basic mechanisms tor Inference, as-
sociation. and learning in hardware; · 

2. to prepare basic AI software In order to utilize the 
lull power of the basic mechanisms implemented; 

3. to implement the boslc mechanisms for retrieving 
and managing a knowledge base in hardware and 
software; 

4. to use pattern recognition and Aj research achieve­
ments in developing user-oriented man-machine in­
terfaces; and 

5. to realize supponing an\lironmants for resolving the 
"software crisis'' and anhlnclng software production. 

The fGCS project is a marriage between the im­
plementation of a computer system and the requirements 
specified by applications in AI, such as natural-language 
understanding and speech recognition. Specific issues 
studied include the choice of logic programming over 
functional programming, tha design of the basic software 
systems to support knowledge acquisition, management, 
Ieeming, and the intelllgeni interface to users, the design 
of highly parallel architectures to support interanclng 
operations, and the design ot distributed-function ar­
chitectures that Integrates VLSI technology to support 
knowledge databasas[14,84,404-4071 

A first effort In the FGCS project Is to Implement a 
sequential inference machine, or SIM[408,409l Its first Im­
plementation Is a medium-performance machine known as 
a personal sequential Inference. or PSI, machina[4t0,411l 
The currant implementation is on the parallel Inference 
machine. or PIM[207,412-416,40). Another architectural 
development Ia on the knowledge-base machine, 
Dalta[4t2.207,208.4t7,38l Lastly, the development of the 
basic software system acts as 1 bridge to fill the gap be­
tween a highly parallel computer architecture and 
knowledge information procassing[4t8-420l Currently, all 
the projects are progressing wall; however. the struggle Is 
still far from ovarl421l 

·. The Japanese FGCS project has stirred Intensive 
responses from other countrlas[319,320,422-430l The 
British project Is a live-year ssso million cooperative 
propram between government and industry that con­
centrates . on software engineering. intelligent knowledge­
based systems, VLSI circuitry, and man-machine Interfaces. 
Hardware development has focused on ALICE. a Parlog 
machine using dataflow architectures and Implementing 
both Hope, Prolog, and Llsp[319,320,42&-42gl The 
European Commission has staned the $1.5 blllion five-year 
European Strategic Program tor Research In Information 
Technologioa (Esprit) in t984[423). The program focuses 
on microelectronics, software technology. advanced infor­
mation processing, computer-integrated manufacturing, 
and office automation. In the United States, the most 
direct response to tha Japanese FCGS project was the es­
tablishment of the Microelectronics and Computer Tech­
nology Corp. in 1g83[430). The project has an annual 
budget of $50 million to $80 million par year. It has a 
mora evolutionary approach than the revolutionary ap­
proach ot the Japanese and should yield technology that 
the corporate sponsors can build into advanced products 
In the next 10 to 12 years. Meanwhile. other research or­
ganizations have formed to de11e1op future computer tech­
nologies of the United States in a broader sensa. These 
include DARPA's Strategic Computing and Survivability, the 
semiconductor industry's Semiconductor Research Cor­
poration, and the Microelectronics Canter of North 
Carolina(430l 
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1. CONCLUSIONS 

This survey briefly summarizes tha state of the art in 
AI architectures. Conventional von Neumann computers 
are unsuitable for AI applications because they ara 
designed mainly for deterministic numerical processing. 
To cope with the Increasing inefficiency and difficulty in 
coding algorithms In artificial Intelligence, declarative 
languages have bean developed. Lambda-based and 
loglc-based languages are two popular classes of 
declarative languages. 

One of the architect's starting point In supporting ap­
plications in artificial lntalllgance Ia the language. This 
approach has bean termed the language-f 1rst 
approach. A possible disadvantage of this approach is 
that each language may lead to a quite distinct architec­
ture which is unsuited to other languages, a dilemma in 
high-level-language computer architectures. In artificial 
intelligence applications. the lambda-basad and logic­
basad languages have bean considered seriously by novel 
architects. Recant research Ilea In Integrating the logic 
and lambda languages, and the work on lambda and logic 
oriented architectures provides useful guldallnas for par•l­
lal architectures that support mora advanced languages. 
On the other hand, AI architectures are also related to 
knowledge representations. This approach has bean called 
the knowledge-first approach. Several architec­
tures hove been designed to support multiple knowledge 
representations. 

An appropriate methodology to design an AI architec­
ture should combine the top-down and bottom-up design 
approaches. That Is, we need to develop functional re­
quirements basad on the AI problem requirements and 
map these raquiramenta Into architectures basad on tech­
nological requirements. Parallel processing is a great 
hope to Increase tha power of AI machines. However, 
parallel processing is not a way to overcome the difficulty 
of combinatorial explosion. It cannot algnillcantly extend 
the solvable problem space on problems that we can solve 
today. Hance the problem complexity Is an important 
consideration in designing AJ machines. Problems of 
lower complexity may be solved by sequential computa­
tion; problems of moderate complexity may be solved by 
parallel processing; while problems of high complexity 
should bo solved by heuristic and parallel processing. 
Since the complaxitleo of most AI problems are high, an 
appropriate approach should start by first designing good 
heuristics to reduce the serial-computational time and 
using parallel procaaalng to pursue a near-linear speedup. 

Although many AI architectures have bean built or 
proposed, the Lisp machines are the only architecture that 
have had widespread usa for solving real AI problems. 
Moat underlying concepts in AI architectures are not new 
and have been used In conventional computer systems. 
For example, hardware stack and tagged memory were 
proposed before they were used In Lisp machines. On the 
other hand, soma popular architectural concepts In currant 
supercomputers will have restricted uae in some AI ap­
plications. For example, the large amount of branch and 
symbolic processing operations In AI programs reduce 
stream parallelism in pipelining. 

The question of how AI programs can De executed 
directly in hardware efficiently is stiU largely unanswered. 
The foUowing are some key issues in designing At ar­
chitectures: 

1. Identification of parallelism In AI programs; 
2. tradeoff between the benefit and tha overhead on 
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the use of heuristic Information: 
3. efficient interconnection structure to distribute 

heuristic-guiding and pruning information; 
4. granularity of parallelism; 
5. dynamic scheduling and load balancing; 
6. architecture to support to the acquisition and learn­

Ing of heuristic information; 
7. predication of performance and linear scaling; and 
8. management of the large memory space. 

Due to the space limitation, special architectures for com­
puter vision, speech processing, and natural language un­
derstanding are not iricluded in this- survey. 
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Syntax. Preference and Right Attachment 
YorJ.ck WJ.llks, Xiuming Huang and Dan Fass 

MCCS-85-5 

The paper claims that the right attachment rules for 
phrases originally suggested by Frazier and Fodor are 
wrong, and that none of the subsequent patchings of the 
rules by syntactic methods have improved the situation. 
For each rule there are perfectly straightforward and in­
definitely large classes of simple counter-examples. We 
then examine suggestions by Ford at al., Schube" and 
Hirst which are quasi-semantic in nature and which we 
consider ingenious but unsatisfactory. We offer a 
straightforward solution within the framework of 
preference semantics, and argue that the principal issue is 
not the type and natura of Information required to gat ap­
propriate phrase attachments, but the issue of where to 
store the Information and with what process to apply it. 
We present a prolog implementation of a best first algo­
rithm covering the data and contrast it with closely related 
ones, all of which are based on the preferences of nouns 
and prepositions, as well as verbs. 

MacJ1ine Translation in the Semantic 
Definite Clause Grammars Formalism 
XJ.umJ.ng Huang 

MCCS-85-7 

The paper describes the SOCG (Semantic Definite 
Clause Grammars), a formalism for Natural language 
Processing (NLP), and the XTRA (English Chinese Sentence 
TRAnslator) machine translation (MT) system based on it. 
The system translates general domain English sentences 
into grammatical Chinese sentences In a fully automatic 
manner. It Is written in Prolog and implemented on the 
DEC-10, the GEC; and the SUN workstation, respectively. 

SDCG is an augmentation of (Pereira at al 80)'s DCG 
(Definite Clause Grammars) which in turn Is based on CFG 
(Context Free Grammars). Implemented in Prolog, the 
SDCG is highly suitable for NLP in general, and MT in par­
ticular. 

A wide range of linguistic phenomena is covered by 
the· XTRA system, including multiple word senses, coor­
dinate constructions, and prepositional phrase attachment, 
among others. 

Bad Metaphors: Chomsky and AI 
Yorick WJ.lks 

MCCS-85-8 

The paper argues that the historical divisions between, on 
the one hand, cluster of approaches to language under­
standing by computer known as AI and, on the other. the 
Transformational Grammar system of Chomsky were 
caused not so much by matters of principle (as between a 
scientific linguistics and computational applications) or by 
methodology, as by Chomsky's attachment over the years 
to a succession of unfortunate metaphors Js explain his 
position. As recent developments In linguistics have 
shown, once these are removed there are no issues of 
principle (though there may continue to be differences of 


