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ABSTRACT

Various versions of the file allocation problem on homegeneous
two-level local mulliaccess networks are examined in this paper, The
problems associated with Gle allocation are more simple on two-level
nciworks than on general point-o-point networks because the commun-
ication cost for accessing a file is reduced to a three-value variable.
File allocation with storage-limit constraints is still NP-hard. The
opumal solution, given these conditions, involves transformation inio a
pure zero-one integer programming problem and z search afgorithm
based on Balas's additive algorithm, In the case in which the system i3
dominated by the communication cost, the simple file allocation prob-
lem is polynomially solvable. An efficient heuristic algorithm with
guaraniced performance is proposed for this special case,

INDEX TERMS: Distributed computing, distributed database, file allo-
cation, local computer system, two-level local multiaccess network,

1. Introduction

This paper studies the file allocation problems on two-level local
multiaccess networks. As the technology of mini-computers and local-
arca networks (LANs) advances, distributed computing systems (DCS)
based on local-area computer netweorks are becoming a very atiractive
means W provide information processing 10 local user communities.
Universities, hospitals, and buildings with branch offices are examples
of institutions which can profit from DCS, In environments such as
these, both users and resources are physically dispersed, requiring spe-
cial strategies for system control and resource management in order to
deliver information processing capability 1 users. Processor power,
memory storage, extended secondary storage, and the communication
bandwidth of the network are imponant considerations in a distdibuted
computing system. In most cases, these resources are not evenly util-
ized and overall system efficiency is cffected by resulting bottlenecks,
Among many tunable design parameters, the sllocation of files is con-
sidered 10 be a very imponant one 10 improve system performance. A
good file allocation strategy can significantly increase data availability
and reduce the remots data-access overhead.

Allocation of files has been extensively siudied as the file alloca-
lion problem (FAP) in distributed databases! 23, The FAP entails the
distribution of possibly replicated files 10 a set of sites on a computer
fielwork [0 minimize the overall overhead. To reduce remole data-
access overhead and to increase data availability, multiple copies of
files are allocated 1o sites that demonstrate suong access locality at the
cost of increased overhead on consistency maintenance and data
storage. FAP was originally investigated by Chu?, who studied it with
respect o muitiple Gles on a multiprocessor system. He considered the
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problem as an integer programming problem in which the objective is
1o minimize the overall operating overhead in conjunction with the
constraints of response time and available slorage capacily. Subse-
quently, much work has been done in this aread4 1.5, A special case
of FAP is the simple file ‘allocation problem (SFAPYS, in which mulii.
ple copies of a singie Gls are w be allocated and the eflects of queries,
updates, and data siorage are represented as costs.

Both FAP and SFAP on general point-o-point neiwarks are
known © be NP-hard, Recendy, these problems in a local area
environment were siudied by Wah and Lien’ . and-some intcresting
tesults were discovered for systems conmccted by a local mulliaccess
network. By considering the broadcast characteristics of multiaccess
networks, more efficient algorithms have been found.

The FAP in a local-area environment is impottant since the tocai-
ity of access of data is asually much lower than that in a wide-area
environment. We define the process-data distance between 8 process
and its required data 10 be zero when they are located in the same site,
Otherwise it is one. The average process-data distance in a local-area
eavironment is very high since users are able 1o access the system from
many sites, and since locations of processes and data are controlled by
the system [or reasons such as load balancing and localion wran-
sparcncy, This high user/process/data mability may inroduce a
significant remote dala access overhead, A good file allocation algo-
rithm is, therefore, important in such an cavironment,

Although efficient file allocation algorithms in local broadcast
networks have been found, they are not applicable for larger and more
complex local-area systems. The number of sites that a single locat
broadcast network can suppont is normally under 100. New communie
cation architectures will have 10 be used o support larger systems. A
very attractive approach is to interconnect a set of local networks with
8 backbone network through gateways. The Andrew system of
Camnegie-Melion University is an example of this approach®. Other
examples were discussed at the recent ACM SIGOPS Workshop on
Accommodating Heterogeneity?.

A model for this probiem is suggested in Section 2. In Section
3, the generel FAP probiem is transformed inw a linear pure zero-one
Ineger programming problem and is solved by a search algorithm
based on Balas's additive algorithm. The algoritim is suimbie for
evaluation of small o moderate sized problems. In Section 4, the prob-
lem of a communication-dominated system is presentad.

2. Models

2.1, One-Leve! Local Broadcast Networks

A one-level system is formed by connecting a set of sites or
nodes Lo a single communication medium. Mcssages wansmitled by a
site can be addressed o one or more destinations using broadcast capa.
bility. Transmission of messages is controlied by an access conmol
protocol.  The effective distance of a local-area network is no more
than a few kilometers, and the data rate is no higher than 10 MBPS
unless special technologies, such as fiber opics, are used. CSMA/CD
networks (e.g. Ethernet) and some ring networks (e.g. Token Ring) are
the most popular networks in this category. Their logical properties

. are as follows,



(a) The per-unit cost of inter-site communication is sile independent
due to the multiaccess/broadeast capability.
{b) The communication cost of updating a file is independent of the

number of tmes that & file is replicated in a broadeast netwaosk.

(This does not include the associated computational overhead)
Some networks, such as Eihernet, have the following additional pro-
perty.
(€) Since the message order is preserved in all sites, synchronization
and consistency coatrol is simplified.

Although the file allecation problem docs not depend on propenty (c), it
is imporiant o point out that this property is very useful in a distri-
buted environment since it makes the synchronization, concurrency
contrel , and dynamic query processing much easier than that in point-
to-point networks!0 1151314715464 The communication overhead
is assumed to be proporiional 10 the volume of data o be transmited.
Although this assumption may not be true for short messages in which
the constant overhead in each data unit may be significant when com-
pared o overhead for the acmal data, it is a reasonable assumption
when a large volume of daia is wansmitted.

2.2, Homogeneous_'rwo;Level Lo;:;l Broadca;t-Networks

The network with which we are concemed in this paper consists
of three components: a backbone network, a set of local networks, and
a set of homogeneous local sysiems (sites). The per-unit disk-access
cosis and the processing costs are identical for all sites. Both the back-
bone network and the set of local networks are one-level local broad-
cast networks as described in the last section, except that the backbone
network may have a higher data mate. The networks are organized intw
two-levels: each local system is connected to a local network; and all
local networks are connected o the backbone network through gate-
ways. Properties (b) and () of one-leve! networks are not preserved in
iwa-level broadeast networks, but many problems involving distributed
control can sill be simplified. This will be discussed later in the
paper. An example of a two-level jocal broadcast network is shown in

Figure 1.
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Figure { An cxample of Two-level Local Multiaccess Networks.

Since transmissions on different networks are independent, the

* total bandwidth is higher than the bandwidth of a single local network.
" Buffering may be necessary in the galtways that connect local net-
* works 10 the backbone network. The local network 10 which a particu-

lar site is connected is called the home neiwork of the sile. With
respect o this sice, other local networks arc called remote nerworks. A
query (resp., update) initated from a siwe is called a local query (resp.,
update} if it is directed to Jocal files, a neighboring query (resp.,
wpdate) if it is directed 10 files located in another site in the home net-
work, and an infernet query (resp., update) if it is direcied (o files in a
remete network. Neighboring and internet queries (resp., wpdare) can
be called remote queries (resp., updaies).

a

Only one wansmission is needed o transmit a message from one
site to another site on the same local nework. Processars in boih siles
and the home ncwork are involved in thig transmission. Three
transmissions are needed 10 ransmit a message from a given site 1o a
remote network: one on the home network, one on the backbone net-
work, and one on the target network. The message is first ransmiued
la the home network in which the sender resides. [t is then forwarded
1o the backbone network, through one gatcway, and on to the remote
network through another gateway. Processors ia both sites, the two
local networks, the backbone network, and gateways for the two local
networks are involved in this wansmission,

2.3. A Model for File Allocation Problems

Assuming homogeneity, the disk overhead (0 access or madify a
file is independent of the iocation of the file, Although disk overhead
depends on the number of copi¢s in an update, it is usually
insignificant when compared to the overhead in identifying target data
and concummency conwol. The problem can therefore be simplified by
not considering disk overhead. Since accessing local daw does not
involve networking, it can be said o involve no overhead,

The cost consideration of data movement on a two-level nelwork
is different from the consideration of 2 wide-area-network since the
communicalion cost is dominant in the latier case. The cost paramelers
in the proposed model consist of overheads in processors, Jocal ner-
works, backbone networks, and gateways. Since local sites and local
networks are homaogencous, a unit cost {or every “‘resource’ tnvoived
in moving a data unit is counted.

Notation definitions are as follows,

N set of local networks
& - set of siwes in the system
Sa- set of sites in the local network n
£+ set of files in the dawbase, IF|l = m
(n 5)- site 5 of network 7, 5€85,
Al ,- query load originating at site (n.5) for file [ per unit ime
/- update load originating at site {n,s) for file / per unit time
d o~ per-unit cost on the backbone network for a remole query
dpg- per-unit cost on the local network for a remote quary
d,~ per-unit processing cost for intersite communicalions

in a remote query
d, - per-unit gateway overhead {or intersite commuenications

in & remote query
dg’- per-unit cost on the backbone network in 2 remote update

* dp’- per-unit cost on the local network in a remote update

d,’- per-unit processing cost for intersite communications
ir a remote update

" d,’- per-unit gateway overhead for intersite communications

in a remote update

of - sworage cost per unit time of Gie £ at site (1 ,5)
_if - length of file f

. Ca - stOrage capacity at site (n )

i - an allocation

' 1
;!!J= {0

if file f is allocated to site (n.5)

otherwise
: 1 i,z
LT
) ¥l = 0 otherwise

The cost to transmit a request [0 the sile containing the requested

data is assumed nil; only transmission of the requested data is counted.

Since the protocols for handling queries and updaies may be dilferens,



their corresponding overheads may also be different, Local queries do
not involve neiworking overhead. For each data unit in a neighboring
query, a cost of dp+2d, is incurred. The cost for an intemet query is
(do+2dg+d, +d, ).

The cost of an update is different from that of a query in two
respects, First, the per-unit cost of updates may be higher than that of
queries. Second, the number of network transmissions may depend on
the number of data copies. Considering the update cost for each dala
unil, there is no cost if a unique copy is allocated at the site whare the
update is initated. It is dp’ + d," for each site having a copy of the
file when only sites in the home network have the Gle. The cost for an
internet update is more complicated: one local ansmissions on
nelwork n, one transmission oan the backbone network, and one
transmission on each remote network having at least one capy of the
updated file are needed.

Obviousty, at least one copy of every file should be allocated in
the system, Further, the total size of allocated files in a site should not
exceed Lhe sile’s capacity. The problem is formuiated as foliows.

minimize )= L (Mo, + olafu0 s oltl]
foma
subjectie X Y H{, 21, Y feF
neN 145,
S UH,<Ces, ¥ neN, se§,
faF
,r 1 fis allocated to site (n 5)
22270 otherwise y
where
0 !N!J =1
al, ()= 4 dy+2d, Y{=landf, =0
da+2dg+2d, +2d, Y{=0
( ,=1lad ¥ ¥ i ,=1
¢ neN 2S5, -
. H,oz2lad YY=1
dp +d_. {1+ EI{',K) ,-.Es. ’ .gﬂ
. ‘-
LEROED o
dy+ [u- b r{.](d,' +d, otherwise.
n'eN

N
+

+d,’ {H- > ,:]

Notjce thar in_Eq. (1) the number of rempte nctworks that have file I
is {E Y.{--lr] ¥ =1,andis [2 Y{-] otherwise.

n'sN ‘an

24. Remarks

The general FAP on the proposed network model is NP-hard,
This can be easily proved by reducing it from the standard 0-1 knap-
sack problem. The proof will not be shown here since it is & general
case {or one-level homogeneous Jocal broadcast nesworks”. In general,
the problem cannot be solved efficienily and optimally by combina-
torial algorithms or mathematical programming methods, Specialized
optimization algorithms and faster heuristic solutions are needed.

One way 10 reduce the complexity of the problem is to identify
the important parameters and ignore all others. Two extreme cases are
found in systems dominated by the communication overhead and in
systems dominated by the processing overhead. Only the first of these
systens is examined in this paper,

Although local-area communication neiwork lechnology is avail-
sble for most systems, a high-speed local-area network is stifl very
expensive. For the immediate future, LANs with a speed of around 10
MBPS will be most popular. Due 10 the networking overhead, thei
effective end-1o-end speed may be as low as L MBPS. Since bandwidth:

is shared by many sites, the average bandwidth per site is much lower.
On the other hand, processing capacity is easier 1o increase. With the
advance of VLSI and multiprocessing technologies, processing speed
has increased significantly in the past 15 years and will continue 10
increase in the near future. With this increase, the processing capacity
of each site can be made much greater than the communicarion
bandwidth, Thus, communication overhead will dominate the overall
system overhead. This is especially true in a high user/datafprocess
mobility environment. The FAP for such systems is rcferred o ag the
communication-dominated FAP. An example of this is CMU’s Andrew
system, in which the domination by network overhead is predicted after
the processors of the file servers are upgraded. Domination in this case
can be traced to the lack of a high-speed local networkS.

3. File Allocation with Storage Capacity Coastraints

In cases involving storage constraints, the problem, which we
will call P, is NP-hard and can be converted 10 a pure zero-one prob-
lem. The transformation is shown in Scction 3.1, and some approaches
for reduction of problem size are discussed in Section 3.2.

A.1. Linear Integer Programming Formulation

Eq. (1) is rephrased as follows. Since ¥/ is a binary variable
indicating the existence of at least one copy of file J on network n
two constraints can be added.

.

TH,sMY[, Y peN.fer 2
a8,
SH,2¥, ¥ neN,feF (3}
%8,

where M is a non-Archimedean large number to force ¥/ become |
when ¥ 1/, 21 in Eq (2). The per-unit cost of query and updace

.,
can be rewritten as

df () = (dg+2d g+2d, +2d, X1 ~ Y]} + (da+2d, X¥{ ~ 1{,) 4)

and
d°L, () = do'+( T YL —Yi+1)ay'+d, %d,'[}: ;;,_,.H} (5)
naN n‘aN

= (da"+dy+d, +d, V2], - (dq"+d, WL,

where

(XY -vsM(U-2{,-W[,). ¥ neN,seS,feF; 6)
‘e .

(L -DsMU-Z{), Y neN,seS.feF; n
a5,

2, sH,, Y neN,sel, feF; (8)

w{,l s E!{J‘z{; ’

18,

2{, and W[, are 0-1 variables,

¥ neN,seS5.feF; %)

Eq. (6) forces Z{, and W/, to become 0 when ¥ ¥/ » 1, which is a

aaN
; part of the third case of 3/ (f). Z{, + W/, will be equal 0 1 when
i X, Y{ =1, because of the minimization in Eq. (%). Further, Eq's (7)

© a'aN
and (9) will result in Z[, w1 when ff, =1 and ¥ T/l =1
: n'aN 208
, since the coelficient of Z{, is less than that of Wi, in Eq. (5). There-
fore, Eq. (5) represents the original values of d*f, (/) in problem P.
Alter combining Eq's (2) and (9) into problem £, we can restate
it as a pure zero-one problem, namely, O, as follows.



Problem Q
minimize C{f)= 7F, (a{_,Y‘.' + b}.r..z.‘:_, e, W], (10}
F )
+df, i, +el,
subject o ¥, i, 21, vfeF: ()
waNsas,
TV ,sC. . neN,s3eS8,; (12
f=F
MY¥[~ S 1,20, ¥ neN, ferF; a3
ELES
i, -v{20, Y peN,feF: (14}
f€35,
MQA-Z[,-Wl)- Tvl+120, (15)
nanN
¥ neN,seS,feF; ‘
MOA-2Z[3- T H,+120, Yass: (16}
ns,
f,-Z,20, Y neN,seS,feF; an
Z{,+Wl,s T, Y neN,se§.feF; (18)
as,

and Y7, Z{,, W{,, and J{, are 0-1 valucd, where

af, = {datdg+2d, A, + (IN L=1){dp"+d, Wi,

bi, = —(dg'+dg'+d, +d, W01,

efs = ~(da"+d, W, '

di, =af, - (dp2d, 0L, + (IS b1, ‘9 40

ef, = (da+2dg+2d, +2d, A, + (do"+dp'+d, "+d, V0L,
and M is a non-Archimedean large number.

Problem Q itself is a combinatorial problem. For large problems,
the number of O-1 variables or constrainis may be huge. However, in
most practical systems the number of local networks and sites tends Lo
be small, and the scale of a problem can be further reduced by exclud-
ing those files that can be pre-allocated.

Small to medium sized problems can be sclved by special zero-
one algorithms. Balas's additive algorithm!? has demonstrated its
efficiency in solving pure zero-one linear prablems. We have
developed a modified additive algorithm based on the Balas's algorithm
to solve problem Q'3,

3.2. File Preallocation and Reduction of Problem Size

In many real systems, the number of files may make it impossi-
ble to obtain an optimum solution in a reasonable amount of time,
Optimal algorithms, however, are still usefu! for the following reasons,
{a} Optimal algorithms provide a boundary within which one can

arrive at approximate solutions. For example, the optimal algo-

rithm we have proposed eartier’ may be modified to use a heuris-
tic knapsack algorithm instead of the optimal aigorithm.

(b)  For those systems operating under steady state, there i3 no need
o solve the file allocation problem in real time. The allocation
is only needed when the fle system or the database is reorgan-
ized. Therefore, a long execution time 1o solve the FAP is toler-
sble as long as the ratio of the execution time to the mean time
beiween reorganization is reasonabie (less than 1/30),

Problem size can be reduced by allocating the Rollowing files

separately: (1) rarely used files; (2) files with strong access locality in a

few sites; and (3) frequentdy-used files with weak access locality. For

rarely used files, a single copy should be allocated. Files in category
- (2) should have a copy allocated to each site. Files in category (3) are

ofien frequently-used system files such as the ¢ compiler and
terminal/printer drivers. Replicating these files in each sysiem can be
beneficial. Simple allocation hewristics such as a best-first search are
useful in these preallocations,

4, File Allocativn on Communication Dominated Systems

In communication dominated systems, processing cost is ignored,
and af () and d’{,{/ ) read as follows.

0 . ’flr.r =1
di ()= 4 dp Y{=landif, =0
dg+2dy Y{=0
0 H,slad ¥ Y if,=
n'eM s1'a5, .
S0 = | dy i, zt and F¥l=1
x5, a'eN
dy’ + [E l’,{-+l}dg' otherwisc.
nanN
LY

As we will show in Scction 4.1, the SFAP in this case is polyno-
mially solvable. The general problem wilh siorage constrainis is still
NP-hard. A slight modification on the lincalization shown ia Section 3
can be used here. o Seclion 4.2, an elficient heuristic solution with
guaranteed performance is developed.

4.1. Simple File Allocation

In the following discussion, the index f is dropped because the
problem is defined with respect 10 a single file,

€= 5 T [Mades) 4 00sd v + 0.1, )

neN ras, -

In a communication dominated system, the update cost is dependent on

the number of local networks that have copies of the file, but not on

the number of sites within each network that have copies of the file.

Only one transmission on each nctwork is needed 10 query or update a

{ile. As a result, the probiem is palynomially solvable with respect 10

the total numbers of sites and Jocal nerworks,

In solving the problem, three allocation altematives are con-
sidered.

(8) Single-copy allocation: One copy of the file is allocated to a sin-
gle site after determining optimal placement. In this case, no
femote update is needed for changes initiated by the site,

(b) Single-network ailocation: Multiple copies of the file are allocated
to a single local network after determining the best location. No
internet update i$ needed for the changes initiated by a site in the
network in which Lhe file resides.

(&) Multiple-nerwork allocation: The file is allocated to more than one
local network, Update cost depends on the number of local net-
works that have copies of the (ile.

In each of these aliernatives, placement is a prime consideration. The

optimal sclution for a given problem can be discovered by comparing

the wtal cost for each alternative. An analysis of the equations for
comparing each option follows.

Single-copy allocation. In the following equation foc single-
copy allocation, T denotes the iotal communication cost when all

queries and updates are intemet, T is defined as
T=3X X [l.. [dc + Z'dp] + ., [d,' + 2-4,’]] .
na¥ s6F

4,, denotes the reduction of cost if the file is allocated only 0 site
{n.5). The equation is - —

Bus = % (b s Alardgdru Al o o sdprtundy s 19

The first term in the above equation is the reduction of cost from
neighboring queries and updates. The second tenm s additional reduc-
tion from requests initiating rom site (n.£). The third term is the cost
of storing the Gle. Obviously, the file shouwld be allocated to the site
with Lhe maximum 4, ,. The cost of single-copy allocation is then

CUy=T-Maxa.,]. o
aeN



Single-petwork allocation, In single-network allocation, where
T remains the same as for single-copy allocation, cost reduction is

A= T [l..,. (dg + dp) + ¢u{dy + da')] (03}

a5,

+ 5 [asds-ou ).

LR

The first term in Eq. (21) is the reduction of cost [rom neighboring
queries and updates. The second term is the additional cost reduction
from local queries. There is no local update since a neighbaring
update is inevitable for every update made in the home neiwork.
OCpumally, the second term is maximized for network a and afl sites
having positive values of Ap,dp~a,, | have a copy of the file. In

networks  w one or no sites have posilive wvalues for
ﬁ,,dp - o,tTmu!tiple copies would nat be allocated, In this case,
Eq. (21) is no longer appropriate and a single-copy allocation should be
made. Except in cases where there is one or no sites, the cost reduc-
tion for T in an optimal allocation for network n is

b= T [sldasdp + 00,0 + )

LI
+ D[&._.dp—a._, ].
sus,

v v>0

where D(v) = 0 vl

The network with the maximum A, is selecied, and every site in that
network with positive |, ,dp ~ c.._,j is allecated a copy of the file.
Unless all local networks are discarded, the cost of a single-network
muliple-copy allocation is then equal 10

Multiple-network allocation. A local neiwork rewining a copy
of the file is referred to as an allocated local merwork, In multiple-
network allocation, the cost of update depends on the number of local
networks W which the file is allocated. The equation is

r

0 Iy=1lad ¥ Y i.,.=0
a'aN su8,.
P
d' ()= Y do' + qdy Y0
‘as,

do’ + (g+1)1dy’ ‘2;‘ fipr=0
L

.

where ¢ is the number of allocated local networks (g = 3 YD) The

naN
above equation can be solved by considering all possible permutations
of allocaling copies of a file to all local networks. The case in which
exacly ¢ local networks are aflocated at least one copy i called the
g-nemwork-ailocation and can be solved easily,

If T, denotes the total communication cost when all queries are
intemet queries, and the coples in all ¢ local networks are updated by
internet commumications in a q-network-allocation, the equation is

=Xz [1-; [dc + 2'dp] + b, [du"" (q+1)-d,’]].

adN 245

When at least one copy is allocated to network a, the cost reduction of;
remote queries and updates is :

¥ [A.,_,(da+d,) + ¢_,dﬂr],

198,

22) |

(23)

The first ym in the summaltion is the reduction [or the cost of remote
queries, The second term is the reduction for the cost of neighboring
updates since only (g—-1) copies are stored in other local netwprks. For

each copy allocated o sile {(n.5), a cost of A da— 0., | can be

saved as well. Obviousty, the optimum atlocagion for each petwork is
10 allocate a copy (o those sites with positive Aosdp~Cas j' If there
is no such site, it is best to either not allocate file to the petwork or
allocate a copy to the site with the maximum [;:,dﬁ - a.,i if

z (s dardp) + 00 dy’) + ax (st =00a]>0.
a3, 63,

If fewer than ¢ networks can be allocated, the g-network-allocation
case should be discarded since it is dominated by either the (g-1)-
nctwork case or the single-network case. The optimal solution for
multiple-network allocation can be obtained by comparing the costs of
all g-network cases, As with single-network allocation, multiple-
network allocation should be discarded if there are one or fewer net-
works 10 which copies are allocated, The cost of an optimum alloca-
tion is then

aqN s,

Cy=T- % % LZ [*-a("ﬂ*’dﬂ)*"“""]]

-z [l-adﬁ - G,_,][.,

sul

Global optimum solution, A global optimum solution can be
obuained by comparing results from the three cases described above,
The time complexity for single-copy allocation and single-network
allocation is O(15 {), where 1S | is the total number of sites. The com-
plexity for muliple-network allocation is O(I1S 1IN 1), where INT is
the number of local networks. Therefore, the complexity for the algo-
rithm is G{IStIN 1),

The solution algorithm is summarized in algorithm 2BCSFAP in
Appendix A. A demonstration of the algorithm is shown in Appendix
B.

4.2. Heuristic Solutions for File Allocation Problems

Fast heuristic algocithms are needed when the number of vari-
ables is beyond what a system can handic in a reasonsble amount of
time and when the access locality changes rapidly. It is not difficult to
obtain good heuristics for file allocation problems. Performance, how-
ever, is generally difficult  evaluate. In this section we will discuss
scveral approaches to this problem and propose a heuristic solution
with guaranteed performance.

The following approaches all belong to the “divide-and-
conquer'’ category, & calegory of methods frequently used to obtain
approximate solutions to complicated problers.

Approach 1. Allocate each file independently unil all files are allo-
cated. Reallocation of some files may be nccessary during the later
stages of this process.

Approach 2. Allocate one copy of each file to the system to generate

" an initial solution, then improve the solution by adding further copies.

Allocation of extra copies o each site can be determined by a standard
zero-one knapsack problem.

Approach 3. Allocate files to each site as a swandard zero-one knap-
sack problem. This may result in one or more files which are not allo-

“cated 10 any place in the sysiem. Therelore, it is necessary o identify

the missing files and allocate them so that at least one copy exists.
Approach 4. A combination of the above approaches.
It is very difficult 1o compare these approaches. One problem of

i Approach (1) and (3) is that they may generale infeasible solutions in

: the fist phase such that they rely on a reallocation procedure in the

sccond phase to make infeasible solutions feasible. The transformation

" may be difficulk or even impossible. In contrast, one problem with

Approache {2) is that the advantage of allocating a file is unknown



before the number of allocated copies is known, However, it is reason-
able w0 assume that the number of single-copy and single-network files
is small after an appropriate preatlocation; hence, the second approach
<an be adopted by simply assuming that all files are allocated o more
than one nerwork, The following heuristic is derived from Approach
(2).

Heuristic Algorithm HC2BFAP

(@) Assume that all files are allocated 10 more than gne netwark and
that the profit of allocating fle £ 1o site (n.1) is r.\,{_,dﬂ - o«",j

{Y) An asbitrary site is selected for allocation of each file such Lhat
total length of all files in a given sile s no grealer than

f :?I 1. where L is the maximum leagth of all files.

{c) For each sile, additional files arc allocated using a standard 0-1
knapsack algorithm {0 fill the remaining siorage capacity. O

For s:mphcn:y. wc assume the slorage capacity of every site w be no
IS i ]L Otherwise, Step 2 must be modified. Under this
assumption, Siep 1 is always fcasible since each site can held at least
[ :gl 1 files. In Siep 2, the arhitrary sile in which the first copy of a
file is stored can be selected using the single-copy -allocation algorithm
of SFAP developed in Section 3.1, In step 3, either optimal or heuris-
tic 0-1 knapsack algorithms c¢an be used, Pseude polynomial-time
aptimal algorithms are useful in finding optimal solutions. For our pur-
poses here, an optimal algorithm is used,

Performance of algorithm HC2BFAP. Although HC2BFAP is
not the best of its type, ils performance can be estimated based on the
properties of knapsack problems developed elsewhere!®. The evalua-
tion is explained as follows. To e¢valuate the algorithm, the FAP is
frst wansformed inw a mudiiple-choice-multiple-knapsack problem
(MCMKP), in which classes of items are aliocated 1o knapsacks with
the goal of maximizing the towl profit Each class has an unlimited
number of identical items. At most, one item from each class can be
allocated to a knapsack; and at least one item from each class must be
allocated to one of the knapsacks. When allocating an item o a partic-
ular knapsack, one of the following profils is possible.

@ Pl =T, [Moddardgiiol, a4 Jr [\ dgeod,dy oL, )
55,
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To calculate the overall cost from the profit in the transformed prob-
lem, the following fixed cost is added 10 each instance of the problem:

T= T [l.{, [du + 2-dp] + &l lda + d,')] .
Joae
This is the cost when all queries and updates are assumed 10 involve
internes communications, This does not present a complete picture of
total communication costs, however, since only the communication cost
on the home network of the originating site is counted for each update.
Whenever a file is allocated to a site, there is a certain cost reduction
whicit can be mapped to the profit in MCMKP. Maximizing the profit
of an MCMKP instance minimizes the cost of the correspoading

instance in FAP. The profit pf (1) is the ¢ost reduction when allocat-
ing file £ to site (#,5) as the unique copy in an allocation. The third
term in p__,(I) is the communication cost on network n for updares

generaied by remote networks. This cost is not counted in T, Proiit
p4,(2) is the cost reduction when file £ is allocated 10 site (n.5) where
newwork a is the only nctwork that has the file and siie (n.5) is the
first site in the network 10 have the file. The first term is the cost
reduction [rom neighboring queries and updases generated from the
local network. The second term is the additional cost reduction from
local queries and updates. Profit pf,(3) is the cost reduction when
allocating file f to site {n 5) where more than one network has the file
and site (n.5) is the first site in network a to have the file. Profit
pL,(4) is the cost reduction when allocating file £ 1o site (1.5) where
the conditions in pf (1), p{,{(2), and p{ (3} are not applicable.

Alter the transformation, the problem becomes the maximization

of the total profit since (lotal cost) = T ~ (total profit). In he rest of
Lthis section, the minimization of the ovcrall cost is referred o as the
maximization of the tolal profit, The evalvation of HC2ZBFAP involves
finding the maximum deviation between the profit generaied by
HC2BFAP and the profit generaled by an optimal algorithm. Since it
is difficult w© evaluate HC2BFAP against the optimal algorithm
directly, the evaluation is done by comparison to anoiher value: the
total profit of IN| 0-1 knapsack problem (one for each site). in this
case, each site is solved as an independent (-1 knapsack problem. This
allocation is called many-knapsack allocation (MANY-KNAPSACK)
here for convemmcc. The profit of allocaung fiie f 10 site (n8) is :hc
maximum of p._,(l). p._,(?.). p._,(3) and p,.,(d) We denote P°

P(A), and P'(KNAF) as the maximum profit genecrated by an
oplimum solution of FAP, by algorithm HC2BFAP, and by a MANY-
KNAPSACK sllocation, respectively. We also denoie P, 2(KNAP ) as
the prolit generated by solving the allocation of site (n.5) as a standard
0-1 knapsack problem and P, , (/) as the profit produced by site (n .5}

m algorithm HC2BFAP, In other words,
PKNAP)= 3, 3, P,,(KNAP) and P(H)= Y, T P.,(H). The
nal sus, AKN 248,

following steps are then taken to compleie the evaluation.

(1) The maximum difference between Pa () and P, (KNAP) is
evaluated for each site (#.5). This diflference is referred 1o as the
maximum deviaiion of site (n 5).

(2) The maximum difference between P (KNAP) and P(H) is
estimated by adding the maximum deviation of all sites together.

(3) It is easy 1o prove that P* is a.[ways less than or equal to
P*(KNAP) since the solution of FAP is also a feasible solution of
the MANY-KNAPSACK allocation!®, Therefore, the value
obtained in Step 2 is an upper bound of the deviation between
P{(H)and P".

The following notations are uscd in the theorems derived in this
section.

piA0Y = max (gl (1), pL, (D), 2L pL48)).
el.  =pl, @~ min (L, Q) oL, pL, BN pL (4.

Lemma . In a FAP instance, if the proﬁt of aJ.locatmg a file f
to site (u ) is the maximum of pf (1), p{. (2. pL. O3 pi,(4), then
(e maximum profit produced by an optimal solution is no greater than
the maximum profit produced by solving the allocation in each site as a
standard -1 knapsack problem, i.c.,

PR SPKNAP)= T Y P.,(KNAP)
neN 5§

Proof. Allccating each sile as a standard 0-1 knapsack probiem
is also a feasible solution for an optimum allocation of FAPI?, O
P 'y, is the profit-produced by, allocating files to site (n.s) when the
IF |
151
ing a file f to site (n.5) is p{,(0), where L is the maximum length of
all files. ‘

storage capacity of the sité is [14] ——-] |L and the profit of ailocat-



Theorem 1. The largest possible error that algorithm HC2BFAP
can praduce is no greater than

@ T3 [P+ zﬂ:].or
faF

saN saf,

it Ypl, <P, VF.
faF

t PY X

nelN sal,

where €, , = ﬂg—lE‘q = I'Jl';‘—ll].andf. = max{i ).
LI

Proof. The proof for this theorem is not shown here due to space
limitatjon!®, O

[E P, (KNAP) J

To estimate the error using Theorem 1, several instances of the
knapsack problem were evaluated. Although knapsack probiems are
not difficult 1o solve, part (b) may be casier to use than part {a) in
some cases, To use part (b) ¢f Theorem 1, the summation of ﬂ_,— is
required to be small when compared to £',,. This may not be true in
practice.  However,  afier  examining  the  definition  of
PLLL) oL (2., pL,(3), and pf,(4), we found that p{,(4) occurs most
[requently. Thus, P, ,(KNAP) can be considered 1o be the maximum
profit of a knapsack problem Instance that takes pf,(4) as the profit of
allocation f to site (n,s). The resuliing error estimation will be close
0 the real upper bound. Fur.hcnnorc, if the difference between F°

. P (KNAP
and P'(KNAP) is small, —"—(-_-—)—

P

P, (KNAP)

" PT(KNAP)
between the estimated upper bound of the deviation and the varigus
parameters is demonstrated in Figure 2 on the following conditions:
(@) P,,(KNAP) is similar in ail sites.
® Yol <P, Vf.

farF

©) P (KNAP)z F",

can be replaced by

L

» making the sclution even easier, The relationship

P} ;e corwponding proft of e hearmnc wofucion.
0.94 P :th comeponding prodt of the optmal solutice.
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Figure 2 Error estimation of Algorithm HC2BFAP,

5. Ceonclusion : .

This anticle has dealt with file allocation problems on homogene-
ous two-level local multiaccess neiworks in the following way. The!
communication cost for reading a file is reduced (o three-value vari.,
able, making the problem simple in comparison o similar problems on
general networks. The general problem is transformed into a linear

* zerg-one integer programming problem which is solved by a search
aigorithm based on Balas's additive algorithm. For a special case, in
whicti the communication gverhead is dominant, the simple file ailoca-
tion problem becomes polynomially solvable and is solved in
O(IS 1INV 1) ime complexily, where 15§ is the 1ol number of sites in
the network and IN | is the iotal number of loca! networks in the Sys-
tem. The general file allocation with siorage constraints is still NP-
hard. Since these problems are generally difficult to solve in large sys-
tems, an efficient heuristic algorithm with guarznteed performance is
proposed.
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APPENDIX A V)
IF (number_of_nctwork 2 ¢)
” - THEN {
:1:8?‘:“"}_1‘:: ;BEEZAP’ itt? solves StFAPks picked_network = first q networks in descendipg order of A,
vi multiaccess networks. .
* cost{ql=3" A, |dot2:dp [+, f;i’c'+(q+1)-dp"}]| /* Eq.(22) */
N - ns
M (Single-copy Allocation) */ FORALL n IN picked_nctwork DO (
MaxA = —ew q_allcation[q] = g_alocationlq) ' net_allocation{n]
FORALL n IN N DO { . CUS[[C]_] = COSI[Q} _Aqm
FORALL s IN S, DO { 1)
IF (A, > mazA ) f* Eq. (19) ¥/ ELSE cost[q} = «
THEN { maxA = A, ,; sc.allocation = (n,5) } IF ( cosifq] < mn_cost )
1) THEN [ mn_cost = cost [q}; mn_allocation = q_allccation[q] }
sc_cost = T - maxA ] Mg+
/* Compare all cases */
* (Singie-netwotk  Allocati * -
(m‘afA : _“f ocation) */ ]Sclcct the minimum among se¢_cost, sn_cost, and mn_cost
FORALL n IN N DO {
number_of_copy = 0 . appeNpixs

A=y, ["w.c(du+dp)+¢,.,.(dp'+du')] /* Eq. Q1) %/ An example showing the simple file allocation algorithm
65,

FORALL s IN §, DO { ! I ?ACKBONENETWOHK
nN=

N =2 l
saving = [l,,,dﬂ - 0’,._,] I
}ri;u:S.Nsang >0 ' : é @ é

A, = A, + saving [

allocation[n] = allocationf{n] v (n,s) - = n=1 n=2
number_of_copy = number_of_copy + 1 i dln dzﬁ d; Z s=1 | =2 | 5= s=4
1) ‘ ;
IF { number_of_copy <= 1 )} ’ ; i < 5(6) 42 53 42
THEN [ A, = - allocation(n] = @:} !_ A
IF (A, > maxd) : L=30 | ¢ 3 6 2 4!
" 3 5 2 4
THEN { maxA = A, ; sn_allocation = allocation[n]) g
1 ‘ . Single-copy T =230
sn_cost = T - maxA | allocation: Ay, =115, 120, 78, 81
#* (Muliipte-netwatk Allocation) */ The file 'is allocated to site 2 wilh C(I) = 110.
™mO_cost = e ‘ o Single-network T =20
FOR q FROM 2 TO N DO { ; allocation: A, = (111, 75]
number,_of_nelwork = 0 L P e T B i . e T
FORALL n IN N DO { : Lhel::li is ailocat:d to site 1 and 2 in network 1 with C{I)=119,
- ultiple-networ
number_of_copy = 0 i alloca‘l)ioa: T,=260  (q can only be 2 in this example.)
B =2, [lu(ffu+du) + %du'] /" Eq. @3) 1. site 12 in network 1 and site 34 in network 2 are allocated with
ses, : C({D)=134. Finally, three cascs are compared and {he single copy is

maxaA = —oo : . .
a cost 110,
FORALL s IN S, DO ( ‘ .allocawd to site 2 with _

saving = [l,.,dp - c'”]




