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1. INTRODUCTION

Both human vision and human learning are far from fully understood, yet machine imitation of these abilities has proved very useful. Research up to now has made much progress in tracing the desired result backward to the algorithms that implement it. For example, we know how or what we want the machine to perform, but lacking a complete understanding of the biological processes, we proceed to find an algorithmic solution. In both the fields of machine learning and computer vision this has been the case. This chapter presents an approach to integrating machine learning techniques to improve the performance of computer vision algorithms. The topics considered here are the techniques for machine learning, examples of how they can be applied, and a specific case study detailing the application of the methods. Topics not considered here include reasoning about detected objects and planning interaction with the environment.

Before discussing the integration of learning and vision it is best to start with a brief description of the sought-after result: namely, what vision tasks do we now expect the machine to perform. This will lead to the difficulties that must be overcome and how machine learning can play a role in surmounting them. The full utility of human vision is far beyond our current reach with computational techniques, yet our present demands are often less ambitious than full human vision and are within our grasp. Three general and important goals are effective performance of (1) two-dimensional object recognition, (2) three-dimensional object recognition, and (3) integration with robotics.

These goals are general, but applications toward achieving limited forms of these goals are of key interest here. Two-dimensional object recognition has found much application in manufacturing as an assembly automation technique. Other uses lie in spotting equipment and hostile movement for defense purposes from aerial surveillance imagery. Three-dimensional object recognition is also of use in manufacturing and is vital to systems that interact in the real world. Effective 3D vision is one of the key requirements for automatic navigation in mobile robots. The last goal, integrating vision with robotics, is primarily an application of the first two but also underlines a motive for computer vision in the first place: vision in environments where it is more practical to send a machine. An example of the tasks in demand is in parsing scenes viewed by an exploratory mobile robot. Such robots are often outside the reach of remote operation by humans, thus necessitating a degree of autonomy.

The goals outlined above are achievable in a limited sense, but to go beyond them it is necessary to overcome a variety of problems. The first problem is that simple cognitive tasks are difficult for machines because the algorithm designer must specify every step in the task. This is exemplified in that gaining Gestalt information from a scene is often very difficult. Often we ourselves don't know the correct way of combining components to make the whole. Also, much of the difficulty in computer vision lies in getting the machine to ignore unimportant details. Another problem is that the design of practical vision systems is still very much an art. What is needed is to take advantage of the machine to develop and refine the algorithm itself.

In real-world applications we need to be pragmatic. To incorporate machine learning we must first approach a reasonable portion of the vision task. A logical partitioning of the algorithm construction effort relies on human expertise for the design of the general algorithmic framework, while relying on computer exploration within this framework to search for the appropriate complete algorithm. This necessitates using machine learning techniques to achieve effective results, and can work well with many vision algorithms because of the large number of heuristic components. With this approach, given the parametric form of the algorithm, it becomes the responsibility of the machine to find suitable “values.” Here the term parameter is used loosely to refer to any adjustable component and can be numeric as well as symbolic; the value in the latter case is the particular expression used for the component.

These parameters in the algorithm may have varied roles. Some examples include detection thresholds, set sizes, and the configuration of image preprocessing stages. Frequently, the parameter values that are used in the final algorithm are set heuristically. There is often little or no theory behind the values that are used, and a significant amount of hand-tuning is used to find acceptable values. (Developers of real-world systems can attest to this.) Since parameter tuning is a tedious process, machine automation allows more extensive testing than humans may find personally tolerable. As recognized in a panel discussion chaired by Sklansky in 1988 (14), one of the bottlenecks to effective vision applications is the amount of effort necessary for tuning the algorithm. Tuning is necessary not only for the initial implementation in the laboratory but also for the installation of the system in the field. Additional factors that necessitate modification include varying image domains, different lighting conditions, drifting camera parameters, and the implementation of the algorithm on different computer systems. In the latter case, the performance bottleneck can change, thus shifting the time critical area of the algorithm elsewhere.
As an example, different sets of parameters may be needed for a system designed for both day- and night-vision applications. Additionally, parameters may need adjusting after the vision system is ported to another computer; for example, one that might lack special image processing hardware. These adjustments can be costly because the novice user is typically unqualified to make them. Worse yet, even an expert can be inadequate because many systems require the extensive knowledge of the original code to make appropriate adjustments. A benefit of machine assistance is the ability to train for different domains and automatically switch context as necessary. By putting the responsibility for tuning in the machine, the need for human intervention can be greatly reduced. This results in a cost savings of both time and effort.

3. THE ROLE OF MACHINE LEARNING

Computer vision encompasses everything from low-level image preprocessing to high-level construction and interpretation of visual information. Machine learning can be applied at any stage in the cognitive process. The procedures for integrating learning techniques with existing vision algorithms is best done incrementally. The initial step is to recognize areas in the vision task where the strengths of machine learning can be exploited. Massive bookkeeping and computation can prove very fruitful when guided by relatively simple learning techniques. Before addressing these points further, however, it is necessary to outline what machine learning is and what can be expected.

Most people assume they know what learning is for humans, but anthropomorphizing the term for machines does not clarify what is meant by machine learning. A useful working definition is supplied by Simon (13): “[Machine] Learning denotes changes in the system that are adaptive in the sense that they enable the system to do the same task or tasks drawn from the same population more efficiently and more effectively the next time.”

With this interpretation the purpose of using machine learning techniques is to improve computer vision performance by *automating algorithm improvement*. Machine learning can address problems in both low- and high-level computer vision. In low-level vision the machine can learn what should be seen, that is to say what should be detected from the image for use in the higher levels of the vision algorithm. Parameters can have a strong influence on what the machine “sees.” In high level vision, the machine can help learning by “seeing.” This includes generalizing from examples. Each of the problems mentioned above can be addressed through learning techniques.


Learning can be performed over the target domain by allowing the vision algorithm to adapt and improve its performance. Feedback from the measured algorithm performance can also be used by the learning mechanisms at the initial image processing stage. This can have the effect of training the system to eliminate any unnecessary detail. This is a very powerful technique that is evident in biological systems (5, pp. 12-15). Gestalt knowledge of a scene can be obtained by a vision system that is able to generalize. An example of this is generalization by training the system to associate various sets of image primitives with the same label. For instance, differentiating rivers from roads in reconnaissance images can be done by learning techniques that select the discriminating features rather than through hand analysis by experts. Finally, because machine learning systems must be able to judge algorithm fitness, it forces the use of an objective algorithm-quality measure. Of course, quality measures will vary for individual vision tasks, but consistent use of objective metrics can give needed insight into system performance.

4. MACHINE LEARNING TECHNIQUES

This section presents an overview of available learning techniques. These techniques are described relative to the domain of computer vision, and with the goal of improving the performance of the algorithms. First, common components in learning systems are explored, then in each subsection that follows the technique is presented along with example application domains. It is hoped that from this information the designer will be able to select the most appropriate learning mechanism for the intended application. This information is presented in a general form to stress how the methods are applicable to a variety of domains. To clarify the information, a specific case of applying the techniques and strategies is presented in the second half of this chapter (Section 5).

Before presenting the individual learning mechanisms, it is useful to discuss some characteristics common to all the learning methods that will be discussed. One common attribute is the use of stored knowledge. “Knowledge” is simply the term used for the collection of tools or building blocks that the learning system has available to it. Indeed, the strength of a learning system stems from its ability to manipulate knowledge into useful forms. Therefore, both the mechanism to manipulate knowledge and the structure of the knowledge itself can have an impact on system performance. For example, in a particular system, the knowledge might take the form of a rule-base used to represent the archetype of an object’s 3D framework. Initial knowledge could be “hard-coded” into the system, and new knowledge could be acquired through manipulation or extrapola-

should become stronger and stronger, limiting the search space to smaller regions. The tradeoff is that with a smaller space, the relative performance can be better. This form of scheduling helps determine what areas should be given preference. In practical applications, it is important to balance bias with scheduling in order to narrow the search, since only a finite amount of time is available.

Machine learning can be divided into several different strategies. Common divisions include (9):

- Rote learning
- Learning by instruction
- Deductive learning
- Learning by analogy
- Inductive learning

Rote learning and learning by instruction are the most primitive. Rote learning simply refers to knowledge being directly implanted. Learning by instruction differs from rote learning only in that the machine is responsible for compiling the knowledge into a readily usable format. These methods are inappropriate as a primary mechanism because none of the burden of discovery is taken on by the machine. Deductive learning is the process of using a set of axiomatic knowledge and truth-maintaining transformation rules to construct more useful forms of knowledge. This method is also of little utility in computer vision because the foundation of many practical algorithms is heuristic in nature. Learning by analogy is the process of mapping knowledge from one domain to another. This method is useful primarily when the learning domains are very similar. Because the knowledge must already be in a machine usable form, it is often coupled with another learning technique used in the original domain. An example of learning by analogy would be transforming the algorithmic knowledge learned for a simulated vision domain to that of the real world. The domain change could also be less drastic, perhaps consisting of the extension of day-vision to a night-vision system. This transformation could be performed under user supplied rules formed independently of the knowledge in the source domain.

4.1. Inductive Learning

Learning by induction is by far the most powerful of the learning strategies for the domain of computer vision algorithms. This strategy encompasses many subcategories, some of which can be combined: learning by example, learning by exploration, data-driven learning, and model-driven learning.
The first category, learning by example, is both simple and powerful. In this case, training samples are presented from an external entity, and it is the responsibility of the system to structure the knowledge constituting the presented class. For example, a high-level vision system may be trying to recognize flat parts on an assembly line based on their 2D outline. Part of the recognition algorithm is the model used by the machine to perform identification. A system to tackle this problem could be composed of an edge detector and an outline constructor. Sample images of the object to recognize, along with its correct identity, would be presented to the system. In each training instance, the system would construct a model for the object. As more examples are presented, the object model used by the machine would adjust to accommodate variances. In this case the machine is learning the knowledge that will be used by the system to perform the recognition task.

Training samples presented in this way can be either positive or negative. In the case mentioned above, positive samples were used. The object to be recognized—say, a bracket for a car—is presented in image form, and the system is told to associate the label “bracket” with the model that it built. The training sample, however, could also have been a negative one. This would mean presenting something that the system should not recognize as being a bracket. The model modification algorithm would then make sure that the stored outline for a bracket did not fit the outline extracted for the negative example. Training with both positive and negative examples can be important for a system that must differentiate multiple objects. This kind of training ensures that key differentiating traits are emphasized in the models rather than just identifying traits.

The presentation of training samples to the learning system can have an impact on the type of algorithm that is learned and also how much training is necessary to achieve adequate results. Because formation of the acquired or learned portions of the algorithm is performed incrementally, the initial training samples can play a more significant role than latter ones. Additionally, it is important that the training domain represent the intended target domain and not simply a single case of each type of the scenes that will be encountered. This point is best illustrated by an example.

Suppose a vision system is constructed to recognize navigable terrain for a mobile robot. There are several factors that must be considered in training the system. If the system operates on solar power, it may be necessary to explore primarily during sunlight. Therefore, the training domain would emphasize brightly-lit daytime scenes with perhaps a small number of dawn and dusk images. The algorithm learned for one domain may not be best suited for all. If the risk of making a mistake is higher during the period of lower light, however, it may be best to over-represent training images during these periods as a counter measure.

Ideally the system would perform its learning by actually working in the domain for which it was intended. This is called learning by exploration. However, in this situation, it becomes more difficult to verify the performance of the algorithm, so the result is that the system receives less effective guidance in modifying existing and creating new forms of the algorithm.

Learning by exploration can still be effective if an oracle is available to provide feedback to the system. One method of implementing the concept of an oracle is to make the entire training database available to the vision system, but have the system responsible for selecting the training cases. This can be especially beneficial if training is expensive in terms of image acquisition costs or available time. Typically training time greatly exceeds the time to apply the algorithm that has been learned. If the training database is available, the system can apply the current algorithm to training cases only in the cases where the algorithm produces undesirable results. An example of this would be in an artificial neural network designed for character recognition (8). The inputs would be the grid of pixels containing the character. In this case it would save time to train only over the cases where the existing network weights led to incorrect classification. Nevertheless, a predetermined database does not have to be created for the disposal of the system. A human could act as the oracle, or another vision system could be used as the oracle. (This would be useful if the oracle system has either impractical cost or size to be used in the target system.) This approach still allows the system to explore on its own and train based on its own scene selections.

Another division in the structure of an inductive learning algorithm is data-driven learning versus model-driven learning. The data-driven approach starts from a specific form and generalizes (relaxes the model) as more examples are presented. The model-driven approach starts with a generalization (a user-supplied model) and refines (specializes the model) as more examples are presented. In the example of learning the archetype for the car-bracket recognition problem, either the data-driven or the model-driven approach could be used. In the data-driven approach, the system may start initially without a model. The first training instance would supply the initial concept of the archetype. Additional training instances would broaden the model to encompass the new instance as well. This could be accomplished by increasing matching tolerances in the model. Depending on the format of the model, the tolerances might be for lengths of edge segments or angles of connection of the segments.

The same target problem could be model-driven. In this case, the system would be primed with a very broad description of the part and would have wide tolerances. Then the model could be refined by training with either positive or negative training cases. With negative training cases, the model tolerances would be reduced if an accidental classification of the negative
example occurred. For positive training cases a stepwise procedure could be used to reduce the tolerances to more aptly fit the training case.

In summary, inductive learning can be applied under a variety of conditions. It is primarily effective when training data is available either as positive or negative examples. The training data can be a prepared set, or can be selected by the machine under its own guidance. (In either case, however, the correct answer needs to be available for the purposes of feedback to the learning system.) An indication of algorithm learning performance can always be obtained by reserving some instances of the training set for testing purposes.

One drawback of learning systems is that it may be forced to make a tradeoff with its bias. If the system is strongly biased, it will have a narrower set of solutions that can be learned. This can lead to a higher learning rate by bypassing ranges of knowledge, but if an effective concept lies in the excluded range then it will never be discovered.

5. CASE STUDY

This section presents a case study to demonstrate how the methods presented in the last section can be applied. The design of the system is developed step by step, and the rationale for the necessary tradeoffs is presented as appropriate. Finally, results are presented to show what type of gain a system can experience with the addition of learning techniques.

The target system is a general stereo vision system. It is designed to be used as an integral stage in a 3D object recognition system or an image understanding system. It is general in the sense that it performs standard feature matching to achieve correspondences used to gauge depth. The following section briefly describes the stereo matching system. This is necessary to understand the rationale for the tradeoffs to be made in the system with the addition of a learning component.

5.1. System Background

In our study, we use a correspondence-based stereopsis algorithm whose local correspondences are constrained by a number of parameters such as epipolar constraints and orientation. Our algorithm belongs to Marr and Poggio's paradigm that uses monocular feature extraction, local stereopsis, and global stereopsis (6). Other models of stereopsis (16, 18) are not considered in this study.

The standard two-camera (binocular) stereo vision setup is shown in Fig. 9.2. Here the two cameras are pictured facing into the page. The object being imaged is the pentagon. One image alone (left) narrows the position in 3D space to a line passing through the focus of the camera and the position of the object in the image. The matching position of the object in the second image (right) conveys where along that line the object lies. The general procedure for discrete binocular stereo vision can be summarized in five steps:

1. Obtain two images from different viewpoints.
2. Extract the tokens, or scene features, from each image to use for matching. (This information is known as the primal sketch.) (5, pp. 188–193).
3. Determine the correspondence between tokens found in each image. (This results in the disparity map.)
4. Translate disparity values into depth values. (This results in the depth map.)
5. Interpolate over the depth map as necessary for the desired resolution of depth information.

The first step can be accomplished using two cameras separated by a small distance, say, 25 cm. A typical image might be 512 × 512 pixels with 8 bits for recording pixel intensity, i.e., 256 gray levels.

In the second step, the matchable features are extracted from the intensity information. Edge detection preprocessing is used to extract these higher-level tokens. Tokens, such as edges, tend to emphasize areas
of interest for object identification, and these are points at which depth information can be useful.

The third step, known as the correspondence problem, has traditionally been the most difficult. If the matching criteria are too loose, then depth information is lost because of ambiguous potential matches. However, if the matching criteria are too restrictive, then depth information is lost because no match can be found. There is no known analytic function to optimize for the selection of the matching criteria. The problem is best approached by heuristic methods generated by either human experts or machines.

The fourth step in the stereo matching procedure is to transform disparities into depths. This is straightforward when given the geometry of the camera setup. Horn (3) gives a concise outline of this procedure.

The fifth and final step of interpolating depth values can be solved with a variety of interpolation methods as well as with knowledge-driven interpolation schemes. For the sake of simplicity, the nearest-neighbor method is used here.

The procedure in steps 2 and 3 is repeated iteratively to refine the depth measurements made by the system. The idea is to start by extracting few, but prominent, tokens using a large search region. This provides a good initial depth estimate. Further stages extract more tokens but can use previous depth information to reduce the size of the search region. Each stage of this algorithm is called a channel, and each channel has a granularity defined by the "coarseness" of the tokens extracted at that stage. One attractive aspect of this approach is that it is thought to be similar to the process used in biological visual systems (2). A pictorial view of the algorithm is shown in Fig. 9.3.

The matching of corresponding features in the images occurs on a medium level. The tokens that are matched consist of edge pixels or edgel; the edgel extraction is done using an enhanced version of the Canny edge detector (1) that employs hysteresis for greater edge continuity and retains midprocessing information to be used for matching.

5.2. System Analysis

After choosing the vision algorithm to be used, the designer needs to analyze the algorithm and determines the goals of the learning system. At this point, the exact learning mechanisms are of secondary importance as compared to the goals of learning, which drives the strategy selection process. (Strategy selection is presented in Section 5.3.)

5.2.1. Specification of the Target Domain

This first step is to select the target domain based on the application requirements. Since the system will be learning on its own, it is necessary to provide it with training cases. The main effort of this step is, therefore, to decide the types of images that are representative of the domain. In our study, we have chosen day scenes of an outdoor environment. A sample stereo pair is presented in Fig. 9.4. The image training domain consists of 30 image pairs. Each stereo pair is a 128 x 128 gray-scale image with 256 gray levels.

To allow for automated experimentation, it is also necessary to supply the system with correct results for guidance. Here we want to ensure the accuracy of token matching; hence, we enhance the image database by adding the correct matches for sample components within the image. We manually selected and matched 10 sample test points from each image and recorded the correct disparity in the database.

At this point, it is also necessary to divide the training set in order to reserve some of the samples for testing the final vision algorithm to be learned. Another reason for reserving samples is to help detect common problems among learning systems; sometimes systems become very proficient at processing over their training set, yet they become so optimized that their performance actually drops on other test cases. Having a
fraction of the training set reserved for testing can identify when this problem occurs.

5.2.2. Component Selection

The next step in the analysis phase is to isolate the components, or parameters, that are appropriate for machine learning. Using the general algorithm as outlined above, the methods suited for machine tuning lie in steps 2 and 3. These areas have the greatest impact on system performance and also the greatest flexibility. From these steps, the designer may first enumerate what exactly is open to machine adjustment. Table 9.1 lists the adjustable components that may be selected in this general token-based stereo matching algorithm. (Note that the unit of “pixel” as used in the table is a distance measure equal to the width of one pixel.) The list of parameters considered in Table 9.1 assumes a vision algorithm similar to Marr and Poggio’s (6).

There are two problems facing the selection of the appropriate parameters. First, as is evident from Table 9.1, the parameters are continuous and can sometimes be unbounded. This means that the potential parameter space is infinite and, without a strong bias in the learning system, it becomes impossible to explore many of the possible combinations. The second problem is that there is little information available to guide the search for the appropriate parameters. Our approach is to use parameters determined intuitively by designers as a good starting point, and apply a machine-coordinated search for better values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Function and Purpose</th>
<th>Range</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of channels</td>
<td>Aids matching density by refining the search region and obtaining increasingly dense depth estimates</td>
<td>&gt; 1</td>
<td></td>
</tr>
<tr>
<td>Blurring kernel size</td>
<td>Width (σ) of the Gaussian filter used to select the strength of detected edges; along with the edge detection thresholds, this controls the density of edges detected in a particular channel</td>
<td>0.1–5.0</td>
<td>pixels</td>
</tr>
<tr>
<td>High threshold</td>
<td>Upper limit of gradient strength for hysteresis of edge thresholding</td>
<td>1–255</td>
<td>intensity / pixel</td>
</tr>
<tr>
<td>Low threshold</td>
<td>Lower limit on gradient strength allowed for edge classification</td>
<td>0–255</td>
<td>intensity / pixel</td>
</tr>
<tr>
<td>Initial search window</td>
<td>Size of region to initially consider for a match</td>
<td>1–200</td>
<td>pixels</td>
</tr>
<tr>
<td>Similarity thresholds</td>
<td>Used to determine if tokens are a match (similar)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gradient</td>
<td>Difference in gradient magnitude</td>
<td>1–50</td>
<td>intensity / pixel</td>
</tr>
<tr>
<td>Orientation</td>
<td>Difference in edge orientation</td>
<td>1–1.5 ≤ 30</td>
<td>degrees</td>
</tr>
<tr>
<td>Vertical position</td>
<td>Difference in vertical position</td>
<td>±1–3</td>
<td>pixels</td>
</tr>
</tbody>
</table>

The first step is to narrow the possible component space to the most important factors. The choice for the initial subset is made regarding the effect and function that the parameters had on performance. Of the parameters listed, the number of channels, the blurring factor for each channel, and the edge detection gradient thresholds have been selected as the domain for the machine to search through. The other parameters were assigned values selected by experimentation and were held constant throughout the experiments. This set provides an acceptable balance between the size of the search space and the importance of the parameters; it is best to start with a small learning domain and increase the range searched incrementally. For a typical candidate, the number of channels varied from one to five, and the σ of the blurring kernel varied from 0.1 to 5.0.

The final form for a candidate parameter can be viewed as a set of triplets. Each triplet gives the parameters for a particular channel.
would represent the parameters comprising a two-channel candidate.

5.2.3. Expressing the Learning Objective

For the learning system to operate autonomously, it must be able to gauge its performance. The designer must specify the performance metric precisely so that it can be expressed in a machine-useable form. This metric is known as the objective function, whose inputs can be thought of as the algorithm components to be learned. In general terms, the goal of the system is to maximize the objective function over the learnable component space given the training database as input. To formulate the objective function, the designer must assess the goals of the vision system and represent them concisely for the learning system to use. Note that one possible way that the objective can be expressed is in an equation with both symbolic and numerical components. Other possible forms include constraint equations that define where desirable parameter sets would lie.

In most applications, the designer is faced with overall performance requirements that must be met. It is from this that the quality of an algorithm is measured. For example, requirements could consist of a time limit or a minimum accuracy. In this respect, however, the objective is ill-defined. In other words, the precise performance tradeoff of accuracy or speed is not known and can be left to the system to decide. With respect to the stereo-matching problem, there are three factors used to judge its general performance:

1. Speed—the rate at which a unit area of the depth map is calculated
2. Density—the fraction of the image for which depth information is determined
3. Accuracy—the average error in depth measurements

The relative importance of each factor, of course, depends on the parent application employing the stereo system. The bias of application-specific modifications to the algorithm can be set by the user by formulating a particular equation of these three measurements. Without specifying minimum allowable values in the performance criterion, a simple performance equation might be

\[ \text{Performance} = \text{speed} \times \text{density} \times \text{accuracy}. \]  

This example objective function is specified as a mathematical function of three parameters, but because the actual objective is ill-defined, we should use a more flexible objective that can adapt to various application requirements. One possibility is to parametrize Eq. (1) as a family of functions and set bounds on allowable time, acceptable density, and acceptable accuracy of depth information. For example, the accuracy component can be expressed parametrically and could take a functional form itself. Similarly, other application-specific measures may be substituted as components in the objective function. An example might be the end goal of the vision system, such as the 3D model to be matched. This would allow the stereo vision system to be tuned with respect to its specific impact on the vision task at hand. An example of a formulation used in our case study is given in Eq. (4) later in this chapter. This function consists of a time penalty, an accuracy weight, and a density weight to measure performance.

In the rest of this chapter, we assume that it is the task of the learning system to hypothesize a set of more specific alternative objectives by performing tests. These objectives will be implicitly arrived at by natural tradeoffs made by the system. In turn, the particular objective function defined indirectly determines the types of candidates that the system finds. The objective function would be a function of only the stereo vision algorithm parameters and would return a measure of quality. It is expressed as a function of intermediate values gathered by performing tests on the candidate component set. Of course, it is the user's responsibility to review the machine-generated results and determine the most appropriate explicit tradeoff needed.

The objective defined in Eq. (1) involves tradeoffs among the cost of running the vision algorithm and the quality of the matched tokens returned by the algorithm. We assume that a fixed amount of time is allowed for completing the algorithm. Exceeding (and even approaching) this limit penalizes the fitness of a candidate. This is consistent with many real-world situations in which the vision system plays a role in a chain of cognitive acts and reacts to inputs in real time. Performing faster than this deadline would not be considered particularly useful. Cost is then defined as a penalty in exceeding the specified time limit, where the penalty is defined in terms of \( t \), the time for the test

\[ P(t) = \frac{1 + e^{-q t_0}}{1 + e^{q t_0 - t_0}}, \]  

The parameter \( q \) allows tailoring the penalty function with respect to the time limit \( t_0 \). The graph of the penalty function for \( q = 0.05 \) and \( t_0 = 120 \) seconds is shown in Fig. 9.5.

Other than the speed of the stereo vision algorithm, it is also important to maximize the density as well as the accuracy. Density is measured in
images in the database

\[ O(P, B) = q_{av} = \frac{1}{N} \sum_{i \in B} q(i, P). \]  

(4)

The objective function stated here is really one in a large family of possible objectives. By varying components such as \( t_0, q, \) and \( e_{\max} \), the user can make the system search for particular parameter sets for different applications (cf. Tables 9.4 and 9.5). This kind of information is of interest because it shows how the system focuses on different classes of candidates under different system requirements.

### 5.3. Machine Learning Enhancements

After analyzing the vision problem from an algorithmic perspective, we need to select the appropriate learning mechanisms. These mechanisms include the structure of system knowledge and the methods for manipulating knowledge. Together these components will form the bias of the system and determine what can and cannot be learned.

#### 5.3.1. Knowledge Selection

To specify the format for system knowledge, it is helpful to analyze how a human would behave in the machine’s place. A person would track candidate performance and would develop an understanding of what makes one candidate better than another. A person would also keep track of the deadline for finding the solution. This would have an influence on how many experiments would be performed as time passed. In the beginning of the process, it might be best to try a variety of different strategies to gain a feeling for the relationship that particular parameters have on system performance. As time runs out, it would be best to focus on fine-tuning the parameters.

With this view, the system will need to store and manipulate three types of knowledge: (1) past candidate performance, (2) candidate performance relationships, and (3) system constraints and goals.

Past candidate performance can be stored in a performance database indexed by candidate identifiers. These identifiers are simply tags unique to the algorithm components. The values of past performance are the intermediate performance measurements obtained by applying the algorithm to sample images. There will be a performance entry in this database for every test image to which the candidate has been applied.
The relationship between candidates is important because it can be used to guide the creation of new candidates. Each relationship is stored as a “delta” vector in the candidate components with an associated value for the measured change in performance. This type of knowledge must be carefully maintained for two reasons. First, it can grow exponentially with the number of candidates. Therefore, it is best to limit remembered relationships to neighbors that are close within the component space. The second reason for maintaining the knowledge is that ineffective relationships can cause an unnecessary waste of time and storage space. The system must be able to track relationships and learn when a potentially promising one has created only false leads. The specific details of relationship knowledge and how they are to be used are discussed more detail in Section 5.3.2.

The final piece of knowledge that the system must maintain is the set of constraints and the goals of the system. Any practical learning system will be faced with resource constraints, and, therefore, must tailor its actions to best reach the assigned goals in view of the constraints. The goals are represented in either the objective function or in the cost and quality constraints, and can take the form of a mathematical function or a symbolic expression. The knowledge of the time constraints are stored explicitly in the form of a deadline, but the knowledge that guides how to coordinate achievement of the goals under the deadline is stored implicitly in the candidate-generation mechanism. This mechanism is described next.

### 5.3.2. Candidate Creation

Initially, some sample parameter sets (or candidates) are specified by the user. As testing progresses, however, the system needs to be able to create new candidates. Since each candidate the system creates represents a potential increase or decrease of algorithm performance, it is important to create new candidates that are guided by structures of promising candidates (those with good sample performance values). If they were created haphazardly, we could almost be guaranteed to spend our computational resources on many poorly performing ones.

The generation of new candidates is handled by using rules to represent knowledge in candidate generation. Because of the limited amount of time available for testing, the candidate generator should refer to the performance of previous candidates when generating new ones. Two methods are used here: pseudorandom and greedy. In the pseudorandom approach, a new candidate is generated by a perturbation from one of the existing candidates. The candidate used as a basis for this perturbation must lie in the top third of the existing candidates. In the greedy approach, the generator tries to follow the “direction” of the greatest improvement in performance, based on the performance of candidates already generated. This direction is expressed as a vector of the delta values between the parameters of the two candidates.

The knowledge for candidate creation is stored in the form of rules. This rule-based implementation is flexible enough to allow the addition of further domain knowledge as it becomes available. New operators and rules can easily be added to give incremental improvement. The rule base consists of a set of assertions called working memory and a set of rules for operating on it. A rule consists of two parts: a list of conditions and a list of actions. When all conditions within a rule are met, the rule is said to fire, and all the associated actions are carried out. In general, a rule-based system allows asynchronous execution of rules by relying on a conflict-resolution strategy to select one rule to fire at a time. In this case, however, the rule base executes the rules sequentially. A condition can be either a pattern or a function. A pattern is considered met by finding a unification between the pattern and an assertion within the working memory, whereas a function is considered met when it returns a nonempty value. Variable assignments and wildcards can be used in both patterns and functions.

There are three basic types of actions: (1) delete an existing assertion from working memory, (2) add a new assertion to working memory, and (3) execute a function.

Actions can use values of variables assigned in the conditional parts of rules. This approach allows a flexible system for analyzing existing candidates and for generating new ones.

The creation of a candidate follows a regular procedure. During this process, only well-tested candidates are considered worthy of reference. (Relatively untested candidates are avoided because their “goodness” may not yet be particularly reliable or stable.) A candidate is considered well tested if the confidence of its performance is above a given level for its sample mean to lie within a certain range of its population mean.

The first step in candidate creation is to select a reference candidate from which to create the new one. This candidate is randomly selected from the top third of the well-tested candidates in the pool. Next, the candidate’s neighbors are checked to see if they have better performance. If so, then the reference candidate is updated to be the best neighbor. This candidate will now serve as the basis for the new candidate. Following this, the neighbors of the reference candidate are again pulled for their performance values. The “direction” of the greatest change in performance is then recorded. This direction is represented as a numerical vector (called a transform) that specifies the change in the parameters between the two candidates. If no existing candidates lie in the path of this transform, then the transform is applied to the reference candidate to generate the new one. However, if this transform leads into a region of the parameter space already occupied by a candidate, then a random transfor-
mation is created to move into unexplored space. The random transform is created by first recording the transforms from the reference candidate to the neighbors. One of the channels of the transform is then selected for modification. An individual replacement channel transformation is then randomly created. If it is found to be similar to any of the existing transforms for that channel, then the channel transform is recreated, but with a greater magnitude. This process continues until the new transform leads to an unexplored region of the parameter space.

This method of candidate generation combines two important concepts. The first is that existing good transformations are followed. This gives an effect similar to hill-climbing in the parameter space. The second benefit of this method is that randomness is employed as a hedge against stagnation in a local maximum on the objective-function "surface." This randomness is exploited in two ways. First, it is used as the reference candidate and is set by randomly selecting from the top third of all candidates, rather than just using the top, or incumbent, candidate. Second, as the local regions of the parameter space become more well searched, the transforms try to break away from the current region by issuing larger perturbations.

Table 9.2 lists the candidate-generation rules more explicitly. In the table, $C_{\text{ref}}$ is the chosen reference candidate, $C_{\text{inc}}$ is the best neighbor of the reference candidate, and $C_{\text{inc}}$ is the incumbent (or best) candidate.

<table>
<thead>
<tr>
<th>Rule no.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Randomly select $C_{\text{ref}}$ from the top third of the well-tested candidates</td>
</tr>
<tr>
<td>2</td>
<td>If there is a candidate in the same neighborhood as $C_{\text{ref}}$ that is better than $C_{\text{ref}}$ and has a greater quality disparity from $C_{\text{ref}}$ than all others in the neighborhood, then use that candidate instead of $C_{\text{ref}}$</td>
</tr>
<tr>
<td>3</td>
<td>If no candidate in the neighborhood of $C_{\text{ref}}$ has a performance in the top $\frac{3}{4}$ of all well-tested candidates, then use $C_{\text{inc}}$ instead of $C_{\text{ref}}$</td>
</tr>
<tr>
<td>4</td>
<td>Find a candidate $C_{\text{inc}}$ with the greatest disparity from $C_{\text{ref}}$ among all candidates in the neighborhood; record $T_{\text{max}}$, as the transformation that creates this disparity and $\Delta$ as the change in quality</td>
</tr>
<tr>
<td>5</td>
<td>Use the transform that caused the highest increase in performance in the neighborhood of $C_{\text{ref}}$ as the basis transform for generating a new candidate</td>
</tr>
<tr>
<td>6</td>
<td>If there are no existing candidates in the direction of the basis transformation, then use the basis transformation to generate the new candidate</td>
</tr>
<tr>
<td>7</td>
<td>Otherwise, generate progressively greater transforms until one is found that leads to an unexplored region of the parameter space; then apply this transform to $C_{\text{ref}}$ to generate the new candidate</td>
</tr>
</tbody>
</table>

Unfortunately, the domain of stereo vision parameter tuning is knowledge-lean; that is, the knowledge that leads to the generation of better candidates is either very difficult to acquire or too expensive to be useful. Therefore, it is more important to have an efficient procedure for testing the generated candidates than to develop methods for capturing new knowledge for candidate generation. Generating parameter sets and testing them in a controlled manner is commonly used by knowledgeable experts who hand-tune the parameters themselves. This tedious task is best handled by automated machine learning; the difficulty, of course, is to transfer some of the expertise from the designer to the system so that the added speed and patience are put to proper use.

Each unique set of parameter values is considered a separate entity, or candidate, that could possibly lead to an improvement. The creation mechanism decides how many new candidates to create, how to create them, and how to schedule the available testing time. On the basis of a statistical model, the system trades between the quality and the cost of the vision algorithm learned, and incorporates methods such as gradient ascent to overcome the knowledge-lean aspect of the learning problem.

Even with the measure of the algorithm quality clearly defined, it is still not straightforward to automate the process of finding better parameter values. To fully evaluate the performance of a parameter set, it is necessary to test it over the entire training domain database. Clearly, a gradient-ascent-type method is impractical here. For such a method to work, it would be necessary to perform full evaluation frequently. The primary tradeoff is between the number of candidates to be evaluated and the amount of evaluation performed on each.

The generate-and-test framework used here is geared toward searching an ill-defined space under a given time constraint (see Fig. 9.6). Before examining its structure, it is necessary to define some terms. The set of all candidates currently under consideration for testing is called the candidate pool, and the set of images used for testing the candidates is called the test database.

The three main parts that constitute the core of the framework are the candidate generator, the candidate evaluator, and the resource scheduler. The candidate generator creates new candidates for consideration; the candidate evaluator tests the candidates on the test images and records their performance; and the resource scheduler determines which candidate to test next.

If there is much domain knowledge available, then the candidate generator can be very sophisticated. In this case, the candidate evaluator plays a subordinate role. However, in knowledge-lean domains, the candidate generator is relatively primitive. Therefore, the burden of selecting good
heuristics shifts to the resource scheduler and the candidate evaluator. Such is the case in the stereo vision domain. Consequently, the focus is placed on the resource scheduler and the candidate evaluator. (It is worth noting, however, that the strategies presented here are general enough to be applicable to knowledge-rich domains as well.)

To avoid spending a large amount of time on poor candidates, the evaluation process is divided into small subtests called quanta. This allows the system to perform additional tests on candidates only if they demonstrate some merit during prior quanta. During one quantum of time, tests are performed on the selected candidate using test images from a database supplied by the user. There are two possibilities for the test images used here. They can be either relatively small images (64 × 64) that give only a mild indication of fitness of the candidate, or they can be fairly large images (512 × 512) that give a good indication of candidate fitness. The advantage of the latter approach is that the candidate is tested under more realistic conditions; however, its drawback is that the duration of one quantum must be large enough to accommodate the test. This can then have an adverse effect on the system’s performance. In the stereo vision domain, parameter-set performance scales relatively well from small to large test images. Therefore, candidates are tested using small images, with the goal being to find the candidate with the greatest average performance. Of course, the optimal objective is to find a candidate that performs the best in all cases. This, however, is impractical or impossible to verify unless all candidates are evaluated over the exact same (and possibly infinite) set of test images representing the application domain. This would imply that all candidates (including the worst) must be evaluated to an equal degree.

At the end of each quantum the scheduler selects one of the following actions to perform:

1. Select the next candidate to test from the candidate pool.
2. Generate a new candidate to be placed in the candidate pool (and possibly remove an existing one from the pool).
3. If the deadline has been reached, select a set of the best candidates and terminate testing.

The decision between choices 1 and 2 is based on the current performance of the candidates in the pool and the amount of evaluation that has been performed on each. One simple method for determining when to generate new candidates for the pool is to generate new ones whenever existing ones have been evaluated to have a performance value known to within a statistical confidence level.

If the decision is made to pursue choice 1 or 3, then the candidate(s) is (are) selected on the basis of an evaluation criterion. This consists of two parts: the goodness function and the guidance strategy.

The goodness function is an estimator of the value of the objective function [Eq. (4)]. It is used to select from the pool the candidate that most likely performs the best. It is needed because candidates may not be fully evaluated to within a statistical confidence when testing is terminated.

The guidance strategy is used (if testing is continued) to select the candidate to be evaluated during the next quantum. The goal of the guidance strategy is to choose a candidate that maximizes the probability that the candidates with the highest objective values also have the highest goodness values. It is not always best to select the most promising candidate to test because a candidate may show less promise when limited tests have been performed but might appear better with more tests. Moreover, with limited resources, it might be necessary to explore more candidates early in the generate-and-test process and focus on a limited set of promising ones as time runs out. This tradeoff is addressed by using a statistical model for sequential selection.

If the decision is made to pursue choice 2, then a new candidate must be generated. The candidate generator used here is driven by a fixed set of
rules. An outline of the actual code comprising this framework can be found in Schwartz (12).

Guidance strategies must be developed to take into account limited resources such as testing time, and that can deal with situations in which there are so many candidates that it would be impossible to test them all even once. Because of these conditions, the guidance strategies must trade between the number of candidates that can be tested and the accuracy of the sample mean for selecting the best candidate in the end. If more candidates are tested, then the accuracy of the estimated performance would decrease, and the final selection of the best candidate would likely be in error. If a candidate is tested more thoroughly, then fewer total candidates can be tested and, therefore, a greater chance of missing a good one entirely.

To overcome these problems, it is necessary to formulate a general guidance strategy \( G(T) \). This is accomplished as a series of stages in which each stage is represented by \( G_i(g_i, t_i, n_i) \), where \( i \) ranges from 1 to \( m \), the number of stages. Each stage is then characterized by the triplet \( g_i, t_i, n_i \). The particular guidance strategy to be used for stage \( i \) is \( g_i \); the duration of the stage is \( t_i \); and the number of candidates to be considered for testing during that stage is \( n_i \) (see Fig. 9.7). In this methodology, the early stages correspond to coarse initial testing used to weed out unworthy candidates, and the latter stages correspond to more careful evaluation of the better candidates. Of course, only the candidates that have the top \( n_{i+1} \) sample-mean performance values at the end of stage \( i \) are carried over into stage \( i + 1 \) for further testing. Finally, only the top candidate is selected at the end of the last stage. This entire procedure is a way of incrementally increasing the bias of the learning system by allowing many candidates to be tested in the early stages, and by obtaining accurate sample-mean values for the better candidates by more thorough tests in later stages. For a full discussion of a variety of guidance strategies the reader is referred to leunwananonthachai et al. (4).

<table>
<thead>
<tr>
<th>Candidate number</th>
<th>Channel width</th>
<th>Low threshold</th>
<th>High threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>3</td>
<td>0.9</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>5</td>
<td>1.8</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>7</td>
<td>2.4</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>1</td>
<td>1.7</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>5</td>
<td>1.8</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>6</td>
<td>1.3</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>2.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>
TABLE 9.4
Performance from Actual Tests with Varying Objectives

<table>
<thead>
<tr>
<th>Objective parameters</th>
<th>Total duration (in no. of tests)</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_0 = 60 )</td>
<td>2.4-2.0-5.0/1.7-2.0-5.0/1.3-0.5-2.2(23)</td>
<td>2.4-2.0-6.6/1.5-1.7-5.0/1.0-2.0-5.0(18)</td>
<td>0.0369</td>
</tr>
<tr>
<td>( c_{\text{max}} = 5 )</td>
<td>0.0284</td>
<td>0.0430</td>
<td></td>
</tr>
<tr>
<td>( t_0 = 60 )</td>
<td>1.3-0.5-4.3/1.5-2.0-4.8(29)</td>
<td>2.4-2.5-5.0/1.7-2.0-5.0/1.0-1.6-5.0(40)</td>
<td>0.0284</td>
</tr>
<tr>
<td>( c_{\text{max}} = 5 )</td>
<td>0.0430</td>
<td>0.0430</td>
<td></td>
</tr>
<tr>
<td>( t_0 = 45 )</td>
<td>1.6-1.4-2.5/0.7-4.0-8.3(30)</td>
<td>3.0-2.0-5.0/1.4-2.1-2.1/1.1-1.7-2.2(109)</td>
<td>0.0609</td>
</tr>
<tr>
<td>( c_{\text{max}} = 5 )</td>
<td>0.0430</td>
<td>0.0430</td>
<td></td>
</tr>
<tr>
<td>( t_0 = 30 )</td>
<td>2.4-2.0-5.0/1.4-2.0-6.2/1.8-0.6-5.0/1.7-4.0-4.9/1.3-2.0-5.0/1.0-2.0-5.0(48)</td>
<td>0.0579</td>
<td>0.0579</td>
</tr>
<tr>
<td>( c_{\text{max}} = 5 )</td>
<td>0.0284</td>
<td>0.0284</td>
<td></td>
</tr>
</tbody>
</table>

exhaustive tests. The time gain is the amount of time saved by using a guidance strategy rather than blind exhaustive tests. The full evaluation corresponds to finding the values of the objective function for the given candidates.

During actual tests, the testing strategy that was used was a two-stage round-robin—minimum-risk strategy (4, 12). The division of time between the two stages was equal.

Results from a combination of actual and simulated runs are combined to present a full picture, because it is very time-consuming to perform extensive tests on candidates whose individual test times can range from 1 to 2 minutes. (Simulated runs were performed by using preevaluated candidates rather than generating them on the fly.) For 200 candidates tested on 30 images, the total testing time can last up to 7 days. For this reason, it can be beneficial to perform additional simulations using results recorded from actual tests, if the simulations are close to observed actual results. Since a simulation can take less than an hour to complete, it clearly results in a great time savings. The problem with simulation, however, is that candidate generation is not modeled. Therefore, the candidates that were generated by the one recorded run will be the only ones used during the simulation. Nevertheless, empirical evidence has shown that simulation performance is very close to that of actual tests. Some justification for this conclusion can be found by comparing the results shown in Table 9.4 for real tests (those with candidate generation) and the results shown in Table 9.5 (the simulations).

For the actual (nonsimulated) tests of the system, three objective functions were tested for three different durations. The parameters of the objective functions that were used as well as the test durations are

<table>
<thead>
<tr>
<th>Time unit ( t_c ) (in seconds)</th>
<th>2.5</th>
<th>7.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2.4-2.0-5.0/1.7-2.0-5.0/1.3-0.5-2.2(23) )</td>
<td>1.4-2.3-2.7(21)</td>
<td>0.0312</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0342</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0350</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0350</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0350</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0350</td>
</tr>
<tr>
<td>( 3.0-2.0-5.0/1.4-2.1-2.1/1.5-2.2-2.7(21) )</td>
<td>1.3-2.5-3.7(199)</td>
<td>0.0350</td>
</tr>
</tbody>
</table>
presented in Table 9.4. Each entry of this table lists the identity of the best parameter set that was found, as well as its performance, that is, the value of the objective function after 30 tests. The parameter set for each channel is encoded in the form (channel width—low-threshold—high-threshold) with channels separated by a "/". The number in parentheses at the end of the candidate name indicates that this was the nth candidate to be generated.

Simulated results for the case of a fixed duration and different objectives are shown in Table 9.5. Here two of the parameters constituting the objective function are shown on different axes (horizontal and vertical) of the table. Each entry in the table shows the identity of the best candidate as well as its performance value. The duration for each learning experiment was 400 tests.

As can be seen from Table 9.5, the objective function plays a major role in determining the sought-after solution. The difference in the results for varying $t_0$ and $e_{\text{max}}$ demonstrates the two purposes of the objective function: the ability to express the goals of the designer, and the guidance of the search in an automated fashion. It is also beneficial to see the effect of extending the available testing time. As would be expected, spending more time should produce better solutions.

The best candidates found by the various objectives shown above are difficult to appreciate when the results are listed in a strictly numerical format. Presented here are some graphical results in the form of input images and matched results for the best performing seed candidate and the candidate found after 200 tests. These were generated with $t_0 = 30$, and $e_{\text{max}} = 5$. Each set of images consists of the stereo pair, the left and right edge maps found on the original channels, and those found on the discovered channels. The 3D relief of the matched edges and the disparity map are also presented for both parameter sets. The disparity map is generated by interpolating the entire image area by nearest-neighbor disparity values. It is meant to give only an indication of depth throughout the scene, since this type of interpolation does not preserve object outlines and appearances. The left and right images are displayed with the right image on the left so that it is possible for the viewer to merge them by crossing the eyes if desired. One thing that is not appreciable from the pictures, however, is the speed-up in execution. In all cases, the machine-tuned parameters performed faster and resulted in a 15–30% improvement as measured by the objective function. In the cases shown here, the best original parameter set was candidate number 5 from Table 9.3. The best parameter set found after a simulation with 600 time units with the above stated objective was used for the results shown below. This candidate was $2.2-2.0-7.0/1.6-3.8-3.8/1.3-3.0-3.0(41)$.

This first example, shown in Fig. 9.8, is of a sample building scene. Figures 9.9–9.14 show the old and new edge maps extracted for each channel. This image was processed in 115.26 seconds with the original parameters, and 78.83 seconds with the discovered (new) ones. The accuracy, however, dropped from 2.83 pixels to 3.12, but as the objective function emphasized speed, the new parameter set had a performance of 0.021 as opposed to the original 0.017. Figures 9.15(A) and (B) compare the 3D outline for the original and the new parameters, respectively. Figure 9.16 displays the same scene except in the form of an interpolated depth map with intensity representing depth.

Figure 9.17 shows a sample street scene. This image was processed in 130.71 seconds with the original parameters, and 100.10 seconds with the
discovered (new) ones. In this case, the accuracy dropped from 1.4 pixels to 2.4. Nevertheless, the great increase in speed allowed the objective function to increase from 0.024 to 0.034, a 42% improvement. Figures 9.18–9.23 show the old and new edge maps extracted for each channel. Figures 9.24(A) and (B) compare the 3D outline for the original and the new parameters, respectively. Figure 9.25 displays the same scene except in the form of an interpolated depth map with intensity representing depth.
Figure 9.14. New channel 3: (A) right; (B) left.

Figure 9.15. Scatter plot of points, 3D comparison: (A) original; (B) new.

Figure 9.16. Three-dimensional interpolation comparison: (A) original; (B) new.

Figure 9.17. Building stereo pair: (A) right image; (B) left image.
Figure 9.22. New channel 2: (A) right; (B) left.

Figure 9.23. New channel 3: (A) right; (B) left.

Figure 9.24. Scatter plot of points. 3D comparison: (A) original; (B) new.

Figure 9.25. Three-dimensional interpolation comparison: (A) original; (B) new.

6. CONCLUSION AND FUTURE WORK

As can be seen from the case study, the addition of a learning component to an existing vision system can have a significant impact on performance. The approach to take is one of pragmatism with an eye toward incremental improvement. The key decisions that the designer must make
in this task are:

1. Analyze the current structure of the vision algorithm.
2. Select the areas where a learning component will perform best.
3. Express the learning objective and constraints formally.
4. Choose the learning mechanisms that will act on the algorithm.

For the first step, the designer should “dissect” the system and view it as a set of logical modules. To accomplish the second step, it is best to focus on tasks that are tedious or areas that have little theory to guide decisions. The third step can be straightforward, but any oversight in specifying the objective will certainly cause the machine to find an algorithm that satisfies the objective in a trivial way. Here it is best to express everything of importance in the objective that must be optimized and constraints that must be satisfied. If there is a tradeoff that the machine should not be allowed to make on its own, then penalty components might be included in the objective or constraints to guide it. The last step is the most difficult. For many systems, an inductive learning approach will serve best. Also, it can be helpful at this stage to review how a human expert might address the problem. This can help significantly in designing ways to perturb the vision algorithm. In any case there will be a variety of options available, and it is best to focus on what is feasible before attempting a task more complex than redesigning the vision algorithm itself.

One limitation of our case study is that we did not consider objectives other than that defined in Eq. (3). We have found that anomalies in cost and quality of the algorithm learned may happen when learning is carried out under a single objective function defined as a mathematical function of subobjectives (15). An alternative way to learn is to define constraints (or requirements) on the cost and quality of the algorithm to be learned, and direct the learning system to find good feasible algorithms satisfying the constraints. We plan to carry out this approach in our future study.

Another restriction of our case study is that we did not consider domain knowledge already known about the performance of the vision algorithm with respect to changes in these parameter values. In the future, we plan to incorporate existing error analysis methods on various aspects of binocular stereo vision (7, 10, 17) in our objective function.

Finally, our stereo vision algorithm is based on a paradigm that recovers dense-range maps via interpolation of sparse feature maps. There exist other stereo vision algorithms in the literature. We plan to study in the future the applicability of our learning system for these other algorithms.
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