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ABSTRACT
In this paper, we study the virtual memory design for branch-and-bound algorithms under best-first search. The use of a conventional locality based virtual memory system is inadequate because branch-and-bound algorithms do not exhibit strong locality. It is not apparent how the amount of locality exhibited may be enhanced. The alternative is to adapt the virtual memory system to the algorithm. Simulations indicate that for branch-and-bound algorithms a well designed virtual memory system may achieve a seven- to nine-fold improvement in paging traffic over a general purpose virtual memory system with the LRU replacement algorithm.


1. INTRODUCTION
Many of the deterministic problems in computer science, operations research, and other application areas are NP-complete [GAR79]. The computation time for all known optimal algorithms for this class of problems increases exponentially with the problem size. The most general technique for solving a wide variety of these problems is the branch-and-bound algorithm.

A branch-and-bound algorithm [LAW86] is an efficient algorithm for solving problems that can be put in the form of a constrained optimization.

\begin{align*}
\text{Minimize} & \quad C_0(x) \\
\text{subject to} & \quad g_1(x) \geq 0 \\
& \quad g_2(x) \geq 0 \\
& \quad \ldots \\
& \quad \ldots \\
& \quad g_m(x) \geq 0 \\
\text{and} & \quad x \in X
\end{align*}

where \( X \) represents the domain of optimization defined by the \( m \) constraints, normally an euclidean n-space, and \( x \) denotes a vector \((x_1, x_2, \ldots, x_n)\). (Problems that are NP-complete can be put into this form. There exists problems that are not NP-complete, but are put into this form as well.) A solution vector that lies in \( x \) is called a feasible solution, and a feasible solution for which \( C_0(x) \) is minimal is called an optimal solution.

The branch-and-bound algorithm is an organized and intelligently structured search of the space of all feasible solutions. It has been extensively studied in areas such as artificial intelligence and operations research [HOW78, NIL80]. Problems in scheduling [LEN76], knapsack [ING77], traveling salesman [GAR73], facility allocation [EFR66], integer programming [GAR72], and many others can be solved optimally or sub-optimally by branch-and-bound algorithms. Dominance relations similar to those used in dynamic programming have been used to prune search tree nodes [MOR76].

Besides requiring exponential time complexity, branch-and-bound algorithms may require exponential memory space for storing intermediate results. Conventional virtual memory systems have been found to be inadequate for supporting efficient execution of branch-and-bound algorithms. In this paper, we have studied the virtual memory design for these algorithms. The relationship between branch-and-bound algorithms and virtual memory is discussed in Section 2. The features of a virtual memory that can be tailored to support these algorithms include the data structure, replacement policy, page size, and secondary storage data organization. These are investigated in Sections 3 to 5. Simulation results concerning the performance of branch-and-bound algorithms for integer programming are shown in Section 6. Although it seems that this study is directed towards application-dependent virtual memory systems, our results help designers to discover the essential features of a virtual memory for supporting specialized applications. Our long term objective is to design a virtual memory system with a set of alternative features that can be selected dynamically to support a variety of different applications.

2. BRANCH-AND-BOUND ALGORITHMS AND VIRTUAL MEMORY

2.1 Branch-and-bound Algorithms
In branch-and-bound algorithms, the space of all feasible solutions is repeatedly partitioned into smaller and smaller subsets, and both the lower and upper bounds are calculated for solutions within each subset. After each partitioning, subsets with lower bounds (in the case of minimization) that exceed either the value of a known feasible solution or the least upper bound of all subsets are excluded from further consideration. The partitioning process continues until a feasible solution is found such that the value is no greater than the lower bound of any subset. Each partition is also known as a subproblem.

There are two essential features of a branch-and-bound algorithm: the branching and bounding rules. The
branching algorithm examines the set of active subproblems and, based on some predefined criteria, selects one for expansion. If the set of active subproblems is maintained in a first-in-first-out (FIFO) list, the algorithm is called a breadth-first search. If the set is maintained in a last-in-first-out list, the algorithm is called a depth-first search. Lastly, if the subproblem selected for expansion is one with the minimum lower bound, the search algorithm is called a best-first search.

Once the subproblem has been selected for partitioning, some undetermined parameters in the subproblem must be selected so that alternatives for these parameters can be defined and multiple subproblems created. For example, in the traveling salesman problem, the undetermined alternatives are the set of untraversed edges. In expanding a subproblem, an untraversed edge \((i,j)\) is selected, and two alternatives can be created: (1) the edge is traversed and the salesman goes directly from city \(i\) to city \(j\), and (2) the edge is not traversed. The parameter chosen to be expanded is usually done in an ad hoc manner.

After new subproblems are created, the bounding algorithm is applied to evaluate the upper and lower bounds of a subproblem. Generally, only the lower bound is evaluated, and the upper bound is updated when feasible solutions are found. The bounding algorithm is highly dependent on the problem.

As an example to illustrate the use of branch-and-bound algorithms, the evaluation of an integer programming problem [MIT70] is shown here. Integer programming problems may be expressed as,

\[
\begin{align*}
\text{Minimize } & \mathbf{c}^\mathbf{x} \\
\text{subject to } & \mathbf{A} \mathbf{x} \geq \mathbf{b} \\
& \mathbf{x}_i \text{ non-negative integer, } i=1,2,\ldots,n.
\end{align*}
\]

These problems differ from ordinary linear programming problems in that the variables are restricted to non-negative integer values.

One approach to the problem is the following. Apply the dual simplex method to a subproblem and solve it as a linear program. If the optimal solution is integral, a feasible solution has been generated; otherwise, create two new subproblems as follows. Choose a variable that has a non-integer value (say \(x_i = 4.4\)) and restrict that variable to the next lower integer value for one problem \((x_i \leq 4)\) and to the next higher integer value \((x_i \geq 5)\) for the other. The variable chosen is the one with the greatest up or down penalty. The up penalty for a variable \(x_i\) having a value of \(a_i\) is the estimate of the amount by which the solution to the current subproblem would increase if the integral constraint \(x_i \geq a_i\) was introduced. The down penalty is similar, except that it is associated with the constraint \(x_i \leq a_i\). The lower bound of a new subproblem is the sum of the optimal simplex solution and the associated penalty. This process is repeated on the new subproblems.

Figure 1(b) shows the branch-and-bound tree for the problem in Figure 1(a). The dual simplex method gives an optimal solution of 14.2 for the original problem. Since the variables are not integral, a feasible solution cannot be generated. Up and down penalties are calculated for the variables. \(x_1\) has the greatest penalty \((U = 1.8)\). Two new subproblems are then created, one with \(x_1 = 0\), and the other with \(x_1 \geq 1\). The lower bounds are calculated as in Figure 1(b). The dual simplex method is then applied to the subproblem with the smallest lower bound again, and a feasible solution is generated with all variables having integral values. This constitutes an optimal solution since the lower bound of the remaining subproblem is greater.

The total number of nodes expanded under best-first search is minimum in the sense that any branching operation performed under this policy must also be performed under other search criteria, provided that all the bounds are unique [LAW69]. The evaluation time will be minimized using best-first search. However, best-first search is space-consuming because all active subproblems must be stored as intermediate data in the computer. It has been shown [YU83] that the memory space required under best-first search grows exponentially as the size of the input. On the other hand, both depth-first and breadth-first searches are space-saving because the memory space for storing the state of the parent subproblem that lead to the next subproblem is very small. Since time is a more critical factor in evaluating large optimization problems, best-first search is a better policy to use if the memory requirement can be satisfied. This implies the need for efficient virtual memory system to manage the large addressing space.

### 2.2 Virtual Memory Systems

An enormous amount of literature has been published concerning virtual memory systems [DEN70,
3. VIRTUAL MEMORY DESIGN FOR BRANCH-AND-BOUND ALGORITHMS UNDER BEST-FIRST SEARCH

The general assumptions made under this study are:

(a) During partitioning, each subproblem generates a fixed number (denoted by k) of new subproblems.
(b) The difference between the lower bound of a subproblem and the lower bound of its parent subproblem is exponentially distributed. Simulations have verified this assumption for integer programming problems [WAH82].

3.1 Data Structures

The data structures selected for the implementation of branch-and-bound algorithms depend on the operations performed on the subproblem list, which include:

(a) insert(x) insert a subproblem with lower bound x into the subproblem list;
(b) delete-smallest(y) delete the subproblem with the smallest lower bound y from the subproblem list;
(c) delete-not-less-than(x) delete all subproblems with lower bounds not less than x from the subproblem list.

Each iteration of the branch-and-bound algorithm commences with a delete-smallest operation. Let v be the lower bound of this subproblem. If a feasible solution w is generated, then a delete-not-less-than(w) operation must be carried out. Otherwise, new subproblems with lower bounds $x_1, x_2, ..., x_n$ are generated and inserted into the subproblem list. Under best-first search, subproblems are ordered by increasing lower bounds in an ordered list. Since $x_i$, $i = 1, ..., n$, are random variables, it is impossible to predict where the subproblems will be inserted.

The time complexities of the key operations for various data structures are shown in Table 1. It can be seen that no single data structure is optimal for all the three operations. A suitable choice will depend upon the relative frequencies of the operations. Recalling our assumption that each expansion produces $s$ son subproblems, insertions should be approximately $s$ times as frequent as deletions. Simulations show that the delete-not-less-than operation is very infrequent. The B-tree and the heap are the best data structures for implementing branch-and-bound algorithms.

The amount of locality exhibited by each implementation is shown in Table 2. We see that the algorithm exhibits locality for either insertion or deletion, but not both. This implies that branch-and-bound algorithms will be unable to run efficiently in a conventional locality based virtual memory environment. Modification of the algorithm to enhance the amount of locality exhibited does not appear to be a feasible approach.

Table 1 Time complexities of key operations in branch-and-bound algorithms for various data structures.

<table>
<thead>
<tr>
<th>Data Structure</th>
<th>insert</th>
<th>delete-smallest</th>
<th>delete-not-less-than</th>
</tr>
</thead>
<tbody>
<tr>
<td>sequential list</td>
<td>$O(m)$</td>
<td>$O(m)$</td>
<td>$O(\log m)$</td>
</tr>
<tr>
<td>linked list</td>
<td>$O(m)$</td>
<td>$O(1)$</td>
<td>$O(m)$</td>
</tr>
<tr>
<td>B-tree</td>
<td>$O(\log m)$</td>
<td>$O(\log m)$</td>
<td>$O(m \log m)$</td>
</tr>
<tr>
<td>heap</td>
<td>$O(\log m)$</td>
<td>$O(\log m)$</td>
<td>$O(m \log m)$</td>
</tr>
</tbody>
</table>

Table 2 Amount of locality exhibited by the key operations

<table>
<thead>
<tr>
<th>Data Structure</th>
<th>insert</th>
<th>delete-smallest</th>
<th>delete-not-less-than</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-tree</td>
<td>weak</td>
<td>strong</td>
<td>strong</td>
</tr>
<tr>
<td>heap</td>
<td>strong</td>
<td>weak</td>
<td>weak</td>
</tr>
</tbody>
</table>

3.2 Organization of the Primary and Secondary Memory

We propose that the list of subproblems be split into two disjoint sub-lists, a primary list which resides in the main memory and a secondary list which resides in the secondary storage. Newly generated subproblems are inserted into the primary list. When the primary list grows to its maximum size, subproblems are removed from the primary list and inserted into the secondary list. In the mean time, computation can still be carried out. This use of a primary list in this manner is equivalent to batching the insertions into the virtual space, which

1. A B-tree of order m is a search tree which is either empty or of height greater than or equal to one and satisfies the following properties:
   (i) The root node has at least two children;
   (ii) Each node contains at most 2m keys and 2m + 1 pointers;
   (iii) Each node contains at least m keys and m + 1 pointers.
2. A heap is a complete binary tree with the property that the value of each node is at least as small as the value of its children nodes.
reduces the cost of insertions. The organization chosen for the primary list has to allow efficient insertion and retrieval of the subproblem with the smallest lower bound. A suitable choice is the heap. The subproblem selected for partitioning is the smallest of the smallest subproblems in the primary and secondary lists. Thus it is necessary to keep a number of the smallest subproblems of the secondary list in a portion of the main memory, called the p-buffer.

The secondary list is organized as a B*+tree [COX79]. Each leaf of the B*+tree corresponds to a page of the virtual memory system where the subproblems are stored. (The terms page and leaf will be used interchangeably.) The upper levels are organized as a B-tree and consists only of indexes to enable rapid location of subproblems. Since the internal nodes of a B*+tree are very much smaller in size than the leaf nodes, it is impossible to keep the internal nodes in main memory. This reduces the number of secondary accesses required by each page access to O(1).

To further reduce the cost of each page access, the B*+tree was modified by removing the restriction that subproblems in a page have to be stored sequentially by non-decreasing lower bounds. The block size is a parameter that can be set by the operating system, subject to constraints like sector size and overall disk capacity. The block size was chosen to be the smallest number of sectors equal to or greater than the size of a subproblem and a block was allowed to hold only one subproblem. Each page consists of h₁ successive blocks. A subproblem is allowed to reside in any block as long as it is in the correct page.

Each page is assigned a unique number between 0 and fₚ − 1, where fₚ is the number of pages in the B*+tree. A set of fₚ status vectors are maintained in main memory. Status vector w is assigned to page w. Each status vector contains h₂ bits. Bit w of status vector w will be set whenever block w of page w contains a subproblem, and cleared otherwise.

To insert j subproblems into page w, the operating system uses status vector w to select the j empty blocks into which the j subproblems are to be written. As soon as the write head is positioned over each of the chosen blocks, the corresponding subproblem is written onto the disk, and the status vector is updated. Two approaches to the selection of blocks have been considered:

(a) Sequential allocation: The j vacant blocks with the smallest block numbers are selected. This scheme ensures that the subproblems are kept in successive blocks.

(b) First available allocation: Assuming that the operating system knows the current position of the write head as they have been moved to the cylinder containing the page, the status vector is scanned for the first j vacant blocks that will come under the write head. Under this scheme, subproblems will occupy clusters (due to the batching of insertions) scattered throughout the page.

Due to our relaxed conditions on the secondary storage organization, subproblems are not stored in a sorted order in a page. Since the loading of the p-buffer requires the selection of the k subproblems with the smallest lower bounds in a page, this may be done by building a selection tree of lower bounds of size h₃ in main memory. An alternative is to modify the best-first search process of the branch-and-bound algorithm. The k subproblems residing in the k smallest block numbers are loaded. Now, instead of partitioning the subproblem with the smallest lower bound, a subproblem with a lower bound that is at least the q-th smallest is partitioned, where q is the number of subproblems remaining in the page. The effect of this, at worst, is to increase the number of iterations by q.

When overflow occurs, before the overwriting page can be split, the median lower bound has to be determined. All subproblems with lower bounds less than the median lower bound remain in this page while those with lower bounds greater than the median lower bound are moved to a new page. Similarly, when underflow occurs, before the actual redistribution of subproblems between two pages can be carried out, it is necessary to find the median lower bound which will divide the subproblems evenly between the pages.

In the following sections, the design of the virtual memory operating system will be considered by the appropriate choice of the replacement algorithm and page size. The expected number of page accesses is derived in the next section. This is used to select an optimal replacement algorithm.

4. THE EXPECTED NUMBER OF PAGE ACCESSES

The two principal causes of page accesses are the transfer of subproblems from the main memory to secondary storage during replacement, and the transfer of subproblems from the secondary storage to the p-buffer. In this section, we derive an expression for a quantity q which is the expected number of page accesses normalized by the expected number of iterations. By minimizing this expression, a suitable replacement algorithm may be determined.

4.1 The Expected Number of Page Accesses due to Replacement

Let the maximum size of the primary list be nᵢ subproblems; that is, the replacement algorithm is called when the primary list grows to nᵢ subproblems. Suppose then q subproblems are removed from the primary list and inserted into the pages of the secondary list. Also, let the number of subproblems in the secondary list just before the invocation of the replacement algorithm be nᵢ subproblems.

Let Cᵢ, i = 1, ..., nᵢ be the lower bounds of subproblems in the primary list such that Cᵢ ≤ Cᵢ₊₁ ≤ ... ≤ Cᵢ₊nᵢ. Similarly, let Cⱼ, i = 1, ..., nᵢ be the lower bounds of subproblems in the secondary list with Cⱼ ≤ Cⱼ₊₁ ≤ ... ≤ Cⱼ₊nᵢ. We can then define,

\[ Xᵢ = Cᵢ - Cᵢ₊₁ \quad i = 1, \ldots, nᵢ \]

\[ Yⱼ = Cⱼ - Cⱼ₊₁ \quad j = 1, \ldots, nᵢ \]

(1)

(2)

It is assumed that,

(i) \[ Cᵢ₊₁ = Cᵢ \]

(ii) \[ Xᵢ, i = 1, \ldots, nᵢ \] are independent, identically distributed random variables having an exponential density function,

\[ f(x) = \lambda e^{-\lambda x} \]

(4)

(iii) \[ Yⱼ, j = 1, \ldots, nᵢ \] are independent, identically distributed random variables with exponential density function,

\[ f(y) = \lambda e^{-\lambda y} \]

(5)

Assumptions (ii) and (iii) have been justified experimentally for integer programming problems [YU83].

One way of reducing the cost of insertions during replacement is to batch the insertions. The lower bound of a subproblem determines the page into which the subproblem is to be inserted. The subproblems that are
most likely to be inserted into the same page as the subproblem with a lower bound of $C_{p,i}$ are subproblems with lower bounds of $C_{p,i-1}$ and $C_{p,i+1}$. This suggests that these subproblems should be removed together. Suppose the subproblems selected for removal are the subproblems with lower bounds $C_{p,i+1}, C_{p,i+2}, \cdots, C_{p,i+p}$, where $X_{p,i+1}$ has the value $v$ and $X_{p,i+1}$ has the value $w$. Let $M_\alpha$ be the number of subproblems in the secondary list with $v < Y_1 \leq w$. The probability of $v < Y_1 \leq w$ for any subproblem in the secondary list is given by,

$$\Pr(v < Y_1 \leq w) = \int_{x=v}^{w} \lambda e^{-\lambda x} \, dx$$

The probability that $M_\alpha = m$ constitutes a binomial distribution.

$$\Pr(M_\alpha = m) = \binom{N_\alpha}{m} \left[ \Pr(v < Y_1 \leq w) \right]^m \left[ 1 - \Pr(v < Y_1 \leq w) \right]^{N_\alpha - m}$$

The expected value of $M_\alpha$ given that $X_{p,i+1} = v$, $X_{p,i+1} = w$, and $N_\alpha = n$ is,

$$E[M_\alpha|X_\alpha = v, X_{p,i+1} = w, N_\alpha = n] = n \Pr(v < Y_1 \leq w)$$

(6)

Since $N_\alpha$ and $P(v < Y_1 \leq w)$ are independent, Eq. (6) may be evaluated as,

$$E[M_\alpha] = n \int_{v = \omega}^{\infty} \Pr(v < Y_1 \leq w) f_\omega(v) f_w(w) \, dv \, dw$$

$$= E[N_\alpha] \int_{v = \omega}^{\infty} \Pr(v < Y_1 \leq w) \frac{n_p^\alpha}{(n_p - \theta)!} \frac{\Gamma(n_p - \theta + 1 + \zeta)}{\Gamma(n_p + 1 + \zeta)} - \frac{n_p^\alpha}{(n_p - \theta - \phi)!} \frac{\Gamma(n_p - \theta - \phi + 1 + \zeta)}{\Gamma(n_p + 1 + \zeta)}$$

(7)

where

$$\zeta = \frac{\lambda}{\lambda_p}$$

Let the $M_\alpha$ subproblems reside in R pages, and let

$$Q_1, Q_2, \cdots, Q_R$$

be the number of subproblems in these R pages. Assume that they are independent and identically distributed with uniform distribution between 1/2$h_s + 1$ and $h_s$, where $h_s$ is the size of each page in subproblems. Let $Q$ be a random variable representing the number of subproblems in a page. Since $R$ is a stopping time, renewal theory and Wald’s equation [ROSC70] gives,

$$E[M_\alpha] = E[R] E[Q]$$

and

$$E[R] = \frac{4}{3h_s + 2} E[N_\alpha] \left[ \frac{n_p^\alpha}{(n_p - \theta + 1 + \zeta)} \frac{\Gamma(n_p - \theta + 1 + \zeta)}{\Gamma(n_p + 1 + \zeta)} - \frac{n_p^\alpha}{(n_p - \theta - \phi)!} \frac{\Gamma(n_p - \theta - \phi + 1 + \zeta)}{\Gamma(n_p + 1 + \zeta)} \right]$$

(8)

The derivation of the distribution function of $R$ is extremely difficult. For mathematical tractability, the expected value of $R$ will be used instead. Of the $E[R]$ pages, let $p$ subproblems be actually inserted into G pages. Assuming that the $p$ insertions are uniformly distributed among the $E[R]$ pages, the number of subproblems inserted into any page, $K$, satisfies the binomial distribution,

$$\Pr(K = j) = \binom{p}{j} \left( \frac{1}{E[R]} \right)^j \left( 1 - \frac{1}{E[R]} \right)^{p-j}$$

The expected number of pages into which subproblems are inserted is,

$$E[G] = E[R] \Pr(K \geq 1)$$

$$= E[R] \left[ 1 - \left( 1 - \frac{1}{E[R]} \right)^p \right]$$

(9)

Out of the $G$ pages, $H$ pages have to be split due to overflow. Suppose a page has $q$ subproblems in it. Then the page has to be split only if more than $(h_s - q)$ subproblems are inserted into the page. Thus,

$$\Pr(\text{split page} | Q = q) = \Pr(K \geq h_s - q + 1)$$

The probability that a page has to be split, $f_n$, is given by,

$$f_n = \sum_{q=1}^{h_s} \Pr(\text{split page} | Q = q) \Pr(Q = q)$$

(10)

$$= \sum_{q=1}^{h_s} \frac{2}{h_s} \left( 1 - \frac{1}{E[R]} \right)^{h_s - q}$$

$$= \frac{2}{h_s} \left( h_s + 1 - \delta - \frac{2}{h_s} \sum_{j=0}^{h_s-\delta} \left( h_s + 1 - \delta - j \right) \right)$$

(11)

where

$$\delta = \max(1/2h_s + 1, h_s - \phi + 1)$$

Since any of the $G$ pages is either split or not split, this is a binomial experiment with $f_n$ as the probability of success and $1 - f_n$ the probability of failure. The expected number of pages split is,

$$E[H] = f_n E[G]$$

Splitting of a page requires two page accesses. Thus the expected number of page accesses incurred during a replacement, $E[T_a]$, is given by,

$$E[T_a] = E[G] E[H] + 2 E[H] = (2 + f_n) E[G]$$

$$= \left( \frac{6}{h_s + 1 - \delta - \frac{2}{h_s} \sum_{j=0}^{h_s-\delta} \left( h_s + 1 - \delta - j \right) \right)$$

$$\times \left( E[R] \left[ 1 - \left( 1 - \frac{1}{E[R]} \right)^p \right] \right)$$

$$\times E[R] \left[ 1 - \left( 1 - \frac{1}{E[R]} \right)^{h_s - q + 1} \right]$$

(12)

4.2 Expected Number of Iterations between Consecutive Replacements

The main memory contains the primary list and the p-buffer which holds part of the page of the $B^+$-tree containing subproblems with the minimum lower bounds. At present, the space set aside for the primary list and p-buffer are fixed. The case where the space allocated is variable dynamically will be considered in the future.

When a subproblem is chosen for partitioning, let $f_s$ be the probability that the subproblem is selected from
the p-buffer. Also, let the number of subproblems partitioned between two consecutive replacements be \( D \). Of these \( D \) subproblems, let \( D_s \) subproblems be from the p-buffer and \( D_p \) subproblems be from the heap (primary list). Thus,

\[
D = D_s + D_p
\]

and

\[
Pr(D_s = k | D) = \binom{D}{k} (f_p)^k (1 - f_p)^{D-k}
\]

The expected number of subproblems from the p-buffer partitioned between two consecutive replacements is,

\[
E[D_s] = E[E[D_s | D]] = f_p E[D]
\]

Similarly, the expected number of subproblems from the heap partitioned between two consecutive replacements is,

\[
E[D_p] = (1 - f_p)E[D]
\]

Each partitioning of a subproblem generates \( s \) new subproblems. These newly generated subproblems are inserted into the heap. The size of the heap will increase by \( s \) whenever a subproblem from the p-buffer is partitioned. When a subproblem from the heap is partitioned, the increase in the size of the heap is only \( s - 1 \) since the subproblem being partitioned has been deleted from the heap. Equating the increase in the size of the primary list between two replacements to the fixed number of subproblems removed during a replacement, we have,

\[
\phi = s E[D_s] + (s-1)E[D_p]
\]

\[
\phi = s f_p E[D] + (s-1)(1-f_p) E[D]
\]

and

\[
E[D] = \frac{\phi}{s-1+f_p}
\]

4.3 The Expected Number of Page Accesses Due to Loading of the p-buffer

Let the \( D_s \) subproblems reside in \( F \) pages of the secondary memory, and \( Q_1, Q_2, \ldots, Q_p \) subproblems be the number of subproblems in each of these \( F \) pages. These \( Q_i \)'s have the same distribution as \( Q \). Let \( F \) be a stopping time. The use of renewal theory and Wald's equation gives,

\[
E[D_s] = E[F] E[Q]
\]

and,

\[
E[F] = \frac{4}{3h_s + 2} E[D_s]
\]

\[
= \frac{4}{3h_s + 2} \frac{\phi}{s-1+f_p}
\]

Let the expected number of page accesses due to the loading of p-buffer between two successive replacements be \( E[T_d] \). Then,

\[
E[T_d] = E[F]
\]

\[
= \frac{4}{3h_s + 2} \frac{\phi}{s-1+f_p}
\]

4.4 An Expression for \( \eta \)

From its definition, \( \eta \) may be written as,

\[
\eta = \frac{E[T_d] + E[T_i]}{E[D]}
\]

Substituting Eq's. (12), (15) and (16) into Eq. (17) yields,

\[
\eta = \frac{s-1+f_p}{\phi} \left\{ \frac{4}{3h_s + 2} \frac{f_p \phi}{s-1+f_p} + \left[ 1 + \frac{6}{h_s} (h_s + 1-\delta) \right] \right\}
\]

\[
\times \left[ \frac{1}{E[R]} \left( 1 - \frac{1}{E[R]} \right) \right]
\]

4.5 Comparison of \( \eta \) with Simulation Results

To verify Eq. (18), simulations were performed using integer programming problems. For these problems, each partitioning generates two new subproblems (\( s = 2 \)). Using the values of \( f_p, \lambda_p, \) and \( \lambda_s \) obtained from simulations, the corresponding values of \( \eta \) were computed and compared against \( \eta_{actual} \) (Table 3). The results show that Eq. (18) is a reasonably good measure of the number of page accesses for integer programming problems.

Table 3  Comparison of \( \eta \) with \( \eta_{actual} \) for two 20 variables, 20 constraints integer programming problems (\( h_s = 100, h_s = 50 \)).

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \eta_{actual} )</th>
<th>( \eta )</th>
<th>( \eta_{actual} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.80</td>
<td>0.80</td>
<td>0.47</td>
</tr>
<tr>
<td>10</td>
<td>0.65</td>
<td>0.73</td>
<td>0.37</td>
</tr>
<tr>
<td>20</td>
<td>0.56</td>
<td>0.68</td>
<td>0.31</td>
</tr>
<tr>
<td>30</td>
<td>0.51</td>
<td>0.64</td>
<td>0.29</td>
</tr>
<tr>
<td>40</td>
<td>0.50</td>
<td>0.61</td>
<td>0.28</td>
</tr>
<tr>
<td>50</td>
<td>0.54</td>
<td>0.59</td>
<td>0.28</td>
</tr>
<tr>
<td>60</td>
<td>0.56</td>
<td>0.53</td>
<td>0.29</td>
</tr>
<tr>
<td>70</td>
<td>0.60</td>
<td>0.55</td>
<td>0.28</td>
</tr>
<tr>
<td>80</td>
<td>0.62</td>
<td>0.53</td>
<td>0.29</td>
</tr>
<tr>
<td>90</td>
<td>0.65</td>
<td>0.55</td>
<td>0.31</td>
</tr>
<tr>
<td>100</td>
<td>0.67</td>
<td>0.55</td>
<td>0.31</td>
</tr>
</tbody>
</table>

5. REPLACEMENT RULE AND PAGE SIZE

As discussed in the last section, the proposed replacement rule \( S(\theta, \phi) \) selects subproblems with lower bounds \( C_{p,\theta+1}, C_{p,\theta+2}, \ldots, C_{p,\theta+\phi} \) for removal. Two special cases of this rule may be identified: \( S(0, \phi) \) or Front Replacement where the \( \phi \) subproblems with the smallest lower bounds are replaced; and \( S(n, \phi, \phi) \) or Back Replacement where the \( \phi \) subproblems with the largest lower bounds are replaced.

Thus the problem of selecting the proper replacement rule reduces to the selection of the proper values of:

(i) \( \theta \) which is the index of the first subproblem to be removed from main memory;

(ii) \( \phi \) which is the number of subproblems to be removed from main memory during a replacement.
The page access measure, \( \eta \), allows the value of \( \theta \) and \( \phi \) to be selected. These values have to be chosen so that they will minimize \( \eta \) as given by Eq. (18) for a given \( n_p, h_p, \) and \( E[N] \). However, this is difficult as \( f_p, \lambda_p \) and \( \lambda_s \) are complex functions of both \( \theta \) and \( \phi \). We will optimize \( \theta \) and \( \phi \) iteratively here. Let \( \theta^* \) be the value of \( \theta \) which minimizes Eq. (18) for a given \( n_p, h_p, E[N] \) and \( \phi \). Simulations based on integer programming problems show that the parameters \( f_p, \lambda_p \) and \( \lambda_s \) vary as \( \theta \) varies [YU83]. Quadratic approximation of these variations was used, whereby,

\[
\begin{align*}
\lambda_p &= \alpha_{1,1} + \alpha_{1,2} \theta + \alpha_{1,3} \theta^2 \\
\lambda_s &= \alpha_{2,1} + \alpha_{2,2} \theta + \alpha_{2,3} \theta^2 \\
\lambda_p &= \alpha_{3,1} + \alpha_{3,2} \theta + \alpha_{3,3} \theta^2
\end{align*}
\]  

The optimization of \( \theta \) was then performed using non-linear programming. The results are consistent and show that Back Replacement should be used. The details of this are not shown here [YU83]. The use of Back Replacement is also suggested by statistics on the number of page accesses collected during the simulations for integer programming problems (Figure 2).

![Figure 2](image1.png)  
**Figure 2** Variation of the number of page accesses with \( \theta \) for four 20 variables, 20 constraints integer programming problems \((n_p = 132, h_p = 33, \phi = 80)\)

Assuming that Back Replacement is used, \( \phi^* \) may be chosen. Let \( \phi^* \) be the value of \( \phi \) which minimizes Eq. (18). Once again, complications arise from the variations of \( f_p, \lambda_p \) and \( \lambda_s \) with \( \phi \). Quadratic approximations were again used:

\[
\begin{align*}
\lambda_s &= \beta_{1,1} + \beta_{1,2} \phi + \beta_{1,3} \phi^2 \\
\lambda_p &= \beta_{2,1} + \beta_{2,2} \phi + \beta_{2,3} \phi^2 \\
\lambda_s &= \beta_{3,1} + \beta_{3,2} \phi + \beta_{3,3} \phi^2
\end{align*}
\]  

In the actual simulation results, some problems exhibited spikes in the values of parameters \( f_p, \lambda_p, \) and \( \lambda_p \) [YU83]. Quadratic approximation was unable to describe these sharp variations.

Non-linear programming was again used to solve for \( \phi^* \). It is observed that the values of \( \phi^* \) should be between 0.7 \( n_p \) and 0.9 \( n_p \) [YU83]. Statistics on page accesses collected by simulations on integer programming problems also suggest such a result (Figure 3). It is noticed that the number of page accesses is minimum at a \( \phi \) which is problem-dependent. This value is difficult to predict. A conservative approach is to select \( \phi \) in the range of 0.7\( n_p \) to 0.9\( n_p \). Here the number of page accesses is consistently close to the minimum and differs from it by at most 10%.

Given the replacement algorithm, the optimal page size can be determined. The cost of accessing a page on a moving head disk is given by the seek, rotational, and transfer time. By simulations on integer programming problems, it is found that a page size, \( h_p \), in the range of 0.65\( n_p \) and 0.85\( n_p \) should be used (Figures 4-5).

![Figure 3](image2.png)  
**Figure 3** Variation of the number of page accesses with \( \phi \) for four 20 variables, 20 constraints integer programming problems \((n_p = 132, h_p = 33, \theta = n_p - \phi)\)

6. PERFORMANCE EVALUATION

Figures 6 and 7 compare the paging costs incurred in the modified virtual memory system against those incurred in a general purpose virtual memory system with LRU replacement algorithm for two 20 variables, 20 constraints integer programming problems. Other simulation results are reported elsewhere [YU83]. It can be seen that the modified virtual memory system has a better performance than the conventional virtual memory system and that it shows a greater improvement with increasing disk density.

For an integer programming problem, let \( P_m \) be the paging cost on the modified virtual memory system, and \( P_l \) the paging on a LRU virtual memory system. The improvement factor \( R_c \) is defined as,

\[ R_c = \frac{P_l}{P_m} \]

For a head per track device, \( R_c \) increases from between 1.3 to 1.4 at 18 kbyte/track to between 5.7 and 4.0 at 64 kbytes/track. For a moving head disk, the increase in \( R_c \) is from between 3.2 and 3.9 at 16 kbytes/track to between 7.7 and 9.1 at 64 kbytes/track.
Figure 4 Variation of the total paging cost with page size on a moving head disk (seek time = 28 ms., rotational delay = 16.67 ms.) with a disk density of 16 kbytes/track for four 20 variables, 20 constraints integer programming problems ($n_p = 132, \phi = 120, \theta = n_p - \phi$)

Figure 5 Variation of the total paging cost with page size on a moving head disk (seek time = 28 ms., rotational delay = 16.67 ms.) with a disk density of 64 kbytes/track for four 20 variables, 20 constraints integer programming problems ($n_p = 132, \phi = 120, \theta = n_p - \phi$)

Figure 6 Variation of the paging costs for a 20 variables, 20 constraints integer programming problem (problem 1) with disk density ($n_p = 132, h_s = 100, \phi = 120, \theta = n_p - \phi$)

Figure 7 Variation of the paging costs for a 20 variables, 20 constraints integer programming problem (problem 2) with disk density ($n_p = 132, h_s = 100, \phi = 120, \theta = n_p - \phi$)
7. CONCLUSION

In this paper, we have proposed a virtual memory operating system that is based upon the access characteristics of branch-and-bound algorithms. Conventional virtual memory systems are founded on the locality of accesses of programs; and is unsuitable for applications that require large specialized data structures. Although the users may reconfigure the data structures to the requirements of the operating system, this is not always possible as we have discovered in the evaluation of branch and bound algorithms. Other parameters that include the replacement algorithm, page size, and fetch policy may have to be modified. From our analysis and simulations, they indicate that a nine-fold reduction in paging traffic can be achieved in the modified system. The amount of improvement observed increases as disk density increases.

The trend is true in the future design of virtual memory operating systems. When it is impossible to tailor the applications to the characteristics of the virtual memory, it may be necessary to do the reverse. Future virtual memory systems should provide a set of alternatives that can be dynamically switched based on the characteristics of the applications.
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