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ABSTRACT

{n this paper we have unified a eclass of adaptive
CSMA protocols that include the Adaptive-Tree-Walk
Protocol, the Urn Protocol, the Priority-Access Protocol,
the Arrival-Time-Window Protocol and the Virtual
Window Protocol. Several common characteristics are
identified in these protocols: {a) each station in the net-
work generates a contention parameter that is governed
by a possibly station-dependent distribution function; (b
a global window is maintained in all the stations; and {c
s distributed window-control scheme is used to find the
extremum of the contention parameters. A unified win-
dow protocol is proposed to encompass these different
protocols, Optimal control of the window sizes can be
obtained by dynamie programming which minimizes the
expected total number of contention slots. Heuristic
schemes that are computationally eflicient and accurate
are also proposed.

KEYWORDS AND PHRASES: Aduaptive-Tree-Walk
Protocol, Arrival-Time-Window Protocol, C8MA/CD net-
work, contention, dynamic programuning, priority, Urn
Protocol, Virtual-Window Protocol.

L, INTRODUCTION

A Carrier-Sense-Multiple-Access/Carrier-Detect
{CSMA/CD) network is characterized by a single shared
chanuel with o distributed contention-resolution protocol.
The unit of message is o packet snd can be sent in a
packet time. A station is active if it is attempting to
aceess the channel; otherwise, it is idle. Before a stations
can send a packet, it deteets whether a carrier is present
{the channel 13 being used). I the channel is busy, the
station waits until it becomes free; oltherwise, the station
starts the transmission. When two stations try to
tranpsmit simultaneously, a colfimon is said to occur, The
contending stations have Lo wait and transmit again in
the future,

CSMA/CD networks have been studied for over a
decade, and many protocols were proposed. These proto-
cols ean broadly be classified into nonadaptive and adap-
tive according to their transmission policies, A nonadap-
tive CSMA protocol makes its transmission decision
regardless of the channel load, Nonpepsistent and p-
persistent protocols are examples of this elass [KLE754).
On the other hand, the knowledge of channel load is used
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to schedule trapsmission in an adaptive CSMA protocol.
This knowledge may be estimated explicitly by a dedi-
cated channel monitor as proposed by Kleinrock and
Yemini [KLE78], or may be acquired implicitly by the
conlention experiences of an individual station such as
the Binary Exponential Backoff scheme of Ethernet
[MET76]. 1t has been shown that a CSMA network with
nonadaptive protocols is inherently instable [FAY77)
The effective throughput of the channel will tend to zero
due to the possible endless collisions. In order to main-
tain o stable channel, an adaptive protocol is necessary.

Many adaptive CSMA protocols were proposed, not-
ably are the Adaptive-Tree-Walk Protocol |[CAP7E], the
Urd Protocol (K1LET8, MIT81), the Arrival-Time-Window
Protocol [TOWS2, KURS3] and the Virtual-Window Pro-
tocol {WAHB3]. Other nonadaptive protocols for priority
resolution have been studied [TOBR2, NI83], but the
corresponding adaptive protocols have not been found.
In this paper we study these protocols and explore their
conmunon characteristics. 1t is shown that these protocals
belong to a genera!l class of window-control protocols in
wlich station i generates a contention parameter that is
governed by a siation-dependent distribution. A unitied
model is proposed which defines a basic window-search
procedure for resolving contentions aznd finding the
extremum of the contention parameters. The objective
function to be optimized in different protocols is
translated into a common objective fumction that is
expressed in terms of the distribution functions and the
channel lond. A single optimization method can, there-
fore, be applied to all these different protocols.

The paper is organized in the logical sequence of
model development. In Section 2 the window-search pro-
cedure is presenied, and the family of protocols that can
be solved by this procedure are identified. In particular,
the underlying disiributions of the contention parameters
for all the siations are derived. The dynamic-
programming formulation is shown in Section 3 It is
found that contention can be resolved in an expected
time of about two contention slots regardless of the chan-
ne! load. It should be pointed out that this result is
based on knowledge of the distribution functions and the
chanpel load. The performance is improved as compared
to previous protocols that utilize the channel load alone,
and can be said 1o be optimal as far as the order of mag-
nitude is concerned. However, dynamic-programming
methods are time-consuming, and more efficient methods
are studied in Section 4, The problem of estimating
channel load and global distributions are also discussed.

2. UNIFIED WINDOW PROTOCOL
2.1. Contention Resolution Model

In a multiaccess bus, simultaneous requests for chan-
pel aceess can be generated by independent statjons. In
order to resolve contention and to allocate exactly one



station the access of the ehannel, a contention-resolution
protocol is. necessary. An easy way is to ask every con-
tender to generate a parameter, and the station with the
migimum {or maximum} parameter wins the contention.
From this point of view, the contentivn-resolution prob-
lemm can be reduced to Lhe problem of finding the
extremum among a set of contention paraineters.

A distributed window-search scheme is proposed here
to solve the above problem. Suppose the set of conten-
tion parameters are {x, ..., X} int the interval bulween L,
and U, and y, is the i-th smallest of the x;'s. Given that
the minimum value is sought, an initial inferval is chosen
with the lower bound at L and the upper bound between
L and U. There ¢an be zero, one or many y's lying in
this interval, If there is exactly one namber falling
within the interval, this number can be verified as the
minimum, y,. Otherwise, the interval has to be updated:
it is moved if it contains no y;; or it is shrunk to a
smaller size if it containg mere than one y;’s. The process
is repeated until the minimum is uniquely isolated in the
interval. The procedure is outlined in Figure 1.

procedure search (3, yy, ¥3, .., ¥;, window);

J* i - number of elements,
¥i -¥y; - set of random numbers of distribution F(y),
window - function to caleulate window size w,
. Ib_window - lower bound of window to be searched,
/ ub_window - upper bound of window to be searched,
. .

Ib_ window = L;
ub_window = U;
w = window( lb_window, ub_window, n);

while (TRUE) do |
iy, 2 wand y, > w} then
lb_window = w;  /+ update lb =/
elae
i (y, < wand yy < w) then
ub_window = w; /+ update ub »/
else |
/* suecessful isclation of minimum */
return(lb_window, ub_window);

w = window{ Ib_window, ub_window, i);

Figure L. Window based minimum-search procedure,

Implementation of the distributed window-search
scheme on a CSMA/CD network requires a method of
detecting the number of parameters covered by an inter.
val. This can be provided by the collision-detection capa-
bility. A global window is kept by all the stations, and
stations with parsineters inside the window are allowed
to transmit. The state of the channel due to the
transmission ¢an be either idle, successful or collision
which corresponds respectively to zero, one or many
minima lying in the window., 'Therefore, it is very
efficient to implement the window-search procedure on
CSMA/CD networks, The resulting protocol called win-
dow prolocol should consist of the following components:

e Contention parameters: Each contending station gen-
erates a contention parameter that is governed by an
application-dependent distribution function.

e Global window: A global window is maintained at cach
station, and it serves as a reference for the decision of
transmission. An initial window must be selected
before contention begins, o

e Transmission rule: A station is allowed to transmit if
its contention parameter is inside the window. )

o  Distributed window contrel Window is updated in a
distributed fashion according to outcome of transmis-
sion. The windows maintained by all the stations
must be identical in each step of the contention pro-
cess, This can be achieved if all the stations receive
identica! information and apply the same rule in
updating the window.

2.2 The Family Of Window Protocols

In this section several adaptive CSMA/CD protocols
are shown to be members of the family of window proto-
cols, The distributions of contenticn parameters thal
characterize these protocols will be discussed here. The
distributions of the first three protocols are discrete,
whereas those of the last two are continuous.

(a) Adapiive-Tree- Walk Protocol

This protocol is basically a preorder binary-tree
traversal algorithm {CAP78]. A binary tree is organized
in such a way that each leaf is associated with a station
in the network. The search begins at the root, and all
ready stations can transmit in the first contention slot. If
a collision oecurs, the search continues recumively with
the left and right subtrees in the following contention
slots. The search stops when a single ready station is
contained in a subtree. After the packet is transmitied,
the next contention slot i3 reserved for the next subtree
in the preorder search.

This protocal can be viewed as a moving window
protocol in which the size of the window is equal 1o the
number of leaves in the subtree. The objective is to iso-
late a station with the minimum distance from the origin
of the window. Without loss of generality, suppose the
origin is currently at station 1. A ready station i gen-
erates a contention parameter which is the distance from
L, while an idle station generates a very large number
which is never considered by the protocol, say N+ 1, The
probability density function from which a station gen-
erates its contention parameter is:

n

Pr{i-th station is active} k =i
Pr{i-th station is idle} k= N-+1(2.1)
0 otherwise

fi(k) =

Suppose there is only one buffer at each station. Let

p be the probability of a new packet arriving in a

packet-transmission time (assuming that contention time

15 mueh smaller than packet time} and t; be the number

of packet times elapsed since the i-th station was allowed
to transmit, then

Pr{i-th station is active| p, i} = 1—(1-p)"  (2.2)

p i5 a function of N, the total number of stations in
the network, and n, the number of stations that have
transmitted when the window has eircumsceribed over all
the stations once. The next station allowed to transmit
must have been idle for n packet times, and the probabil-
ity that a packet is ready is (I-{1-p}*}. For the N sta-
tions in the network, the expected number that transmit

© N@-(-p)" =n (2.3)



Solving Eq, 2.3 yields:

1
n n
=1~ |1= = 2.4
p [ N] (2.4}
t; tannot be found exactly, but can be estimated
from n. Iln order to compute t; it is necessary to know

the minimum and maximum number of stations that
could have transmitted when the window has moved from
station i to the ecurrent origin. The maximum cannot
exceed either n or N—i, and the minimum cannot be less
than either 0 or n—~i. The number of active stations
between station 1 and the origin h&s :_A’I}I\ilncomplete bino-

—i)/N.

mial distribution with probybility, { N
nff N ), NH
) . k) VLN N 2.5
r{t;=k) = ; o5 e
{t=k) min%N-i) [n][N_iT N o (25)
j=max(0,n-i} 1 N N

The equations derived here are approximations hecause
they assume that each siation has constant elapsed time
before it is allowed to transmit.

Substituting Iq's 2.2, 2.4 and 2.5 into Eq. 2.1, the
distribution function for station i, 1<i<N, to generate
its contention parameter is:

0 : k<i
. minfe, N-i} | N—j P o
I‘;(k’ =31~ 1"—&""“ Pr(ti=3] lSkSN(:Zﬁ)
j=max(0,n~i}

1 ' k>N

A window is defined in the interval [1,N] such that
stations with contention parameters inside the window
can contend. The adaptive-tree-walk protocol is a heuris-
tic way of controlling the window size by halving or dou-
bling it after each contention.

{b) Urn Protocol

The Urn Protocol of Kleinrock and Yemini [KLE78)
is stmitar to the Adaptive-Tree-Walk Protocol in that
each ready station generates a contention parameter
which is the distance from the onigin of the window. The
distribution function given in Eq. 2.8, thus, applies. The
difference lies in the window countrol. In the Urn Proto-
eol, the initinl window size, w, is chosen by optimizing
the urn model, During each contention slot, those stp-
tions inside the window are given perinission to transmit.
The window is advanced w positions il there is successful
or no transmission. In case of collision, the window is
shrunk to hall of its original size. This window-control
scheme is applicable when the set of ready stations are
uniformly distributed. However, due w the round-robin
service diseipline, those stations closer to the origin of the
window have a longer elapsed time since last enabled
and, thus a higher probability of becoming active. A
better control scheme must be developed.

(e) Priority-CSMA Protocols

" Several nonadaptive CSMA protocols for handling
priority messages have been suggested in recent years.
Tobagi proposed that ‘priorities be resolved linearly
ITOBR2,SHAR3!: Each station is assigned the highest
priority of the local messages. During the resolution of
priorities, a slot is reserved for each priority class. A
ready station contends during the slot reserved for the
loca)] priority. The process stops when the highest prior-
ity level is determined. This scheme is good when high

priority messages are predominantly sent. Subsequently,
Ni developed 2 binary-divide scheme which resolves the
highest priority level in O{logsP) steps where P is the
maximum number of priority levels [NI83]. This nssumes
that the highest priority level is equally likely to be any
one of the P priority levels. )
A closer look at the problem reveals that the highest
riority class of the stations is sought. This is the prob-
Fem of finding the maximum priority from a set of n con-
tending stations (priority classes ranging from 1 to P). Tt
can be solved by a window protocol such that the highest
priority class at each station is used as the contention
parameter [WATIIB3)]. o L
In pursuing distributions of priorily qlas_ses, it is
assumed that the message arrival rate of priority class i

at station j is h;; (A = 33);;), and the corresponding ser-

=] .
vice rate is p; ;. Suppuge the channel can service a mes-
sage of class i at rate g Since a lower priority message
can only be serviced during an idle period of servicing
higher priority messages, the effective service rate of class
i messages in thepchannel 15

st =p I (-pd

k=i+1

where g, is the traffic intensity of class k messages in the
system. By (ieﬁnition,

b= i=1,2,.., P {2.8)

Hi

From the results of queueing theory [KLE75b), the
effective service rate of class i messages at node j is:

i=1, .., P;i=1, .., N (2.0)

i=1,2,..,P (2.7)

Ay = Hfj\'—;‘"

The traffic int;\snsity of class i messages at node j is:
piy = = i=4, .., P;i=t ., N (2.10)

3
i
Class i will be empty at node j with probability 1-p;;.
Thus node j will generate a contention parameter of
value p with ]prubability:
filp) = Ay II (-pip)
i=p i
The distribution of the contention parameter ai node j is:
]

F,-(p)zkﬂjr,(k) §=1, 0 N p=1, L P (2.12)
=1

i=L .y Ny p=1, ., P (2.11)

(d) Arrival-Time-Window Protocol

Towsley proposed a window protocol on the time
axis in which all stations have a common windew of
length u in the past [TOWBS82). Stations with packets
arriving during the window are allowed to contend. If
there is ne or a suecessful transmission, the window is
advanced u units of time; otherwise the window is
reduced to a fraction, f, of its original size, and the pro-
cesy is repeated until a packet is tronsmitted successfully.
The parameters u and { are chosen to opiimize the per-
formance. However, they do not reflect instantaneous
load conditjons.

Suppose the window begins at time O, the current
time is T, and there are n contending stations. Since
Towsley's protocol searches for the earliest packet arrival
time in this window, each station can use the first
packet-arrival time in the interval {O,T) as the conten-
tion parameter. Assuming that the arrival process at
each station to be Poisson, the distribution of the first



arrival time conditioned on the current time T and the
origin of window O 1s:

Kt | 0<1gT) = (2.13)
0 <0
U )
l1—e ¢ —
1 - ¢ MT-0) Oo<t<T i=1,..,N
1 t>T

where ); is the packet arrival rate at station i. Notice
that if A; # N}, then Fi(t) # Fy(t).
{e} Virtual-Window Protocol

A new Virtual-Window Protocol has been proposed
to resolve contentions of messages (!WAH?&:S]. Each of the
n active stations generates a random npumber from the
u:lliform distribution U{0,1} as its contention parameter.
That is,

0 y<0
Fily) ={y o<y<1 i=1,...,N (2.14)
1 y>l

A contention parameter is only a dummy argument in
this protocol, and no physical meaning is attributed.

3. OPTIMIZATION OF WINDOW CONTROL

A successful transmission on a multinccess channel is
always preceded by a contention period which resolves
the channel-access right. For most applications, conten-
tion periods are independent, therefore, minimizing the
length of individua! contention period tends Lo optimize
the overall performance of the channel. The length of a
contention period for the window protocols deseribed in
this peper is the number of contention slots expended
before the extremum is exclusively identified. In optimiz-
'ing window control, a sequence of windows for cach step
of contention have to be found so that the expected
number of contention slots is minimized. In this section
an optimal algorithm based on dypamic programming is
presented,

3.1 Optimal! Window Control By Dynamic Pro-
gramming

The minimization of the expected number of conten-
tion slots depends not only on the probability of success
i the current slot, but also on the number of future
contention slots in case that transmission is unsuccessful
in’ the current slot, The formulation requires the follow-
ing definitions:
n(a,b) the minimum expected number of contention
slots to resoive contention given that all con-
tention parsmeters are in the interval {a,U)
and collision occurs in the current window

‘ (s,b];
glw,a,b) - pr'obabi!it.y of success in the next contention
slot if a window of {a,w], a<<w<b, is used;

f(w,a,b} probability of collisior in the nexl contention
- slot if 8 window of {a,w], a<<w<b, is used;
r{w,a,b)  probability of no transmissfon in the next
contention slot if a window of (a,w], a<<w<b,
‘ - i8 used. '
Note that:
f{w,a,b) + g(w,a,b) + r{w,ab) =1 (3.1)

. The problem of optimizing window control can be
formulated recursively as follows:
{ 1 + 0-g{w,a,b)

n{a,b} = min + h(a,w}-ﬂ(w,a,b) + u(w,b)‘r(W,a,b]](s'm

a<w<h

The probabilities g{w,a,b), #{w,a,b} and r{w,a,b) can
be derived from the distributions of the contention
parameters. When transmission is unsuceessful, it is
always possible to identify an interval (a,b] such that at
least two of the x;'s lie in {a,b] and no x; is smaller than
a. This condition is designated as event A.

A = {at least two x;’s are in (a,b}, given that all
x;'s are in {a,U]} ‘
Suppose the window is reduced to (a,w], aw<b, in the
nexi slot, three mutually exclusive events corresponding
to the three possible outcomes in the next slot can be
identified:
B = {exactly one x's is in (a,w]};
C = {no x; is in {a,wl};
D = {more than one x;'s are in (a,w]}.
From these events, the probabilities can be derived as:
(w,a,b) = Pr{Bl A} = SH1A0
glw,a, Pri{A}
— — Pr{ANC
r(w,a,b) = Pr{C|A} Pr(A)
The event ANB means that exactly one of the x;'s is in
{a,w], at teast one x; is in {w,b], and all others are in
{w,U]. The event ANC means that at least two x;'s are
in {w,b] given that all x{"s are in {w,U].

Let Fi{x) be the distribution function for generating
X;, }<i<N, and M be the number of stations that are
coniending (M=N for the Tree-walk or Urn Protocols,
M=n for cther protocols), then event A has probability:

Pr(A) = TT{1-F (x) (3:3)
i=1
M M M
= B1Fi(6) = Fifa) T10F;00) = T0-Fi(0)
i=1 i=1 i
ILd]

The first and last terms indicate the probabilities that all
x{'s are greater than a and b respectively. The second
term is the probability that exactly one of the x{'s is in
the interval (a,b]. %{imilarly,
1 &
» (w)-F. 3.4
Py 2w Fia) (3.4)

g(w,a,b) =

M M
+ | TL[1-Fy(w)] - [T{1-Fy(b)]
=1 i=1

§ i im

r(w,a,b} = Fé—;)— {ﬁ[l—Fi(w)] (3.5)
=l

i=l

M M M
= 3| o)~ Fiwl TT0-Fyo)) = TTU-Fito)
bt =1
jmi

It follows that given the distributions of contention
parameters, an optimal window can be derived in each
step of the contention process by finding a value of w
which minimizes n(a,b) in Eq. 3.2.

3.2 Numerical Evaluations

The values of nfa,b) are computed with respect to
the various CSMA/CD protocols discussed in Section 2.2.
{a) Virtual-Window Prolocol:

Since the distributions of the contention parameters
are independent and uniformly distributed over (0,1},
Eq's 3.4 and 3.5 can be reduced to simpler forms:



(W“-ﬂ.} 5( 1_“')“.—[ - ll-b)“_l] (3.6)
{1=a}"=(1=b)" —n(b—a}{1-b}""*
. (=w}r - {1-b)* — n{b~w}{1=b}""} (3.7)

{1-a}" = (1=b)? = n{b—a)(1~b)""!
Although these equations simplify evaluation of Eq. 3.2,
the dynamie-programming formulation is continuous and
requires infinite levels of recursion. Some boundary con-
ditions must be known in order to stop the evaluation
after some levels. Suppose the x;'s are never too close

together so that contention can always be resolved in one
step whenever the window size is smaller than &,

n{a,b) =1 for all b—a < 6 (3.8)

where § 13 a small positive number, It was set to one
tenth of the number of contending stations in our evalua-
tions. The results of evaluation are plotted in Figure 4
which shows that the average number of contention slots
is bounded by 2.3 and is independent of channel load.
This is a desirable property that is not achievable by any
existing protocol.

(b} Arrival-time Window Protocol:

The coptention parameter x; of the Arrival-time
Window Protocol is generated by an incomplete exponen-
tial distribution. A random variable generated by such a
distribution, F,(*), can be transformed into another ran-
dom variable that is uniformly distributed over {0,1) by
replacing x; with [PAPS5):

x! = Fi(x;) {3.9}

Since this transformation iy a one-te-one mapping and if
the distributions are identieal, the optimization pers
formed on the transformed contention parameters can be
shown Lo be equivalent to the original optimization. On
the other hand, if the distributions are non-identical,
some properties are lost after the transformation. For
example, the origingl order of packet arrivals may not be
preserved after the transformation. A packet arriving
earlier at a light-traffic station than a packet arriving at
a heavy-traffic station may be transformed into a larger
contention parameter than that at the heavy traffic sta-
tion. Due to this phenomenon, the first-come-first-serve
discipline proposed by Kurose and Schwartz [KURRS]
cannot be applied on the transformed contention parame-
ters.

(¢} Globel Priority-itesolution Protecok
The optimization of window protocols for priority
resolution is similar to but more eflicient than protocols
with continuous distributions because the contention
porameters can only be assigned integers and recursion
cen stop when the window size is smaller than one. It
follows that:
n(ab) =0 for all b~a <1 (3.10)

These boundary conditions assure that contention
can always be resolved in finite steps, The performance
way evaluated by assuming that a packet has cqual pro-
bability of being at any priority level, The results plot-
ted in ;‘igure 2 show that the expecled number of conten-
tion steps is bodnded by a coustant regardless of channel
load. The performance is improved when the channe)
load is heavy because there is increased certainity for g
high priority message to exist. However, the performance
is- slightly worse when the number of priority levels is
large. .

{d) Tree-Welk and Urn Prolocols:
. The discrete distributions for both Tree-Walk and
Urn Protocols are non-identical. Assuming that the ori-

g{w,a,b}

r{w,a,b)

2.8
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Figure 2. Performance of Adaptive-Tree-Walk and

Urn Protocols optimized under dynamie-
programming window control (N is the
number of stations in the system).

gin of the window is at station 1, there are Lwu properties
that can be used o reduce the complexities of Eq's 3.3 to
3.5: (i) Fyk) =0 for k<i; and (ii) Fi{a) =F;b} for
i<ab<N. From these, we obtain:

Pr(A) = [T1-Fi) = YIF)]TI-Fi0) (3.11)
i= i_ i=s lj;il
b
- u-F ()
W) = Fr BF(W) (3.12)
ATTUF o) - L1000
L Vi
{3.13)

r(w,a,b) = PI'EA) {ﬁllﬁpi(w)]

i=1

- 8 [P0 TF o |- TT-5,0)
1I=w le. 1=
l.#l

Among the protocols we have considered, the Trec-walk
and Urn Protocols have the highest certainty about the
values of xi"s. The performance is, therefore, expected to
be the best. IFigyre 3 verifies this fact and shows that
perfect scheduling can be achieved when the load is
heavy. It should be noted that the performance degrades
as the total number of stations increases. When N—oo,
the protocol behaves like one with econtinuous distribu-
ttons.
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dynamic-programming window control (P is
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4, IMPLEMENTATION CONSIDERATIONS

The dynamic-programming algorithm discussed in
the last section provides a lower bound on the number of
contention slots, However, the computational complexity
is high which makes the algorithm impractical for renl
time applications. As an example, when N=20 in Lhe
Tree-Walk or Urn Protocols, the execution time required
on a VAX 11/780 to evaluate Eq. 3.2 is 1.3 seconds.
When N=100, the time is increased to 828 seconds. In
this section, approximate algorithms are proposed to
evaluate window sizes cfficiently. Further, the problem of
estimating channel load will be addressed.

4.1, Approximation Algorithms
{a) Binary Decivion Trees

Given a channel load n, the sequence of optimal win-
dows derived from Eq. 3.2 constilute a binary decision
tree, The root of a subtree represents a window. The
optimal window for the nexti slol will reside in the left
subtree if collision is detected in the current slot. On the
other hand, the optimal window for the next step is in
the right subtree if no transmission is detected. A set of
binaty trees, each of which corresponds to a channel load,
can be constructed and stored as a lookup table in each
station. The optimal window in each contention step
can, therefore, he retrieved efficiently. An assigned sta-
tion will be responsible for updating the trees when distri-
butions change. One problem with this method lies in
the large memory-space requirement. Since the avernge
number of contention slots 1s smali, some subtrees can be
pruned to reduce the memory space without significant
degradation of performance. Window sizes in the pruned
subtrees have Lo be obtained by interpolation lechniques,
Likewise, for those channel loads for which no decision
trees are stored, interpolation has to be used lo obtain

window sizes.

(b) Greedy Algorithms:

To speed up processing, recursion can be restricted
or eliminated in the dynamic-programming algorithm,
and some loral optimization is performed when the recur-
sion terminates. In case that the contention parameters
have identical continuous distributions F(x), using a win-
dow which maximizes the probability of success, g(w,a,b),
in each contention step was found to be a good heuristic

scheme. g{w,a,b} can be expressed in a simple form here:
g{w,a,b) = K[F{w)-F(a)] Fl“F(W)]““l-ll-F(b)T“"J‘ {4.1)

where K = n/P{A}. It ean be shown that Eq. 4.1 is uni-
modal between a snd b, so A maximum exists in the
interval {a,b). To find the optimal value of w, we set

——|g(w,a,b)} =0 and solve for w. Assuming that
f?w)#o, this leads to following equation:

[1-Fw)]"! = [1-F(b)}"! (4.2)

= (n-1)[F (w)-F (a)]{1-F(w)]""2

Let z = 1-F(w), E<1 4.2 becoy%es: _

1 _ (nz1) 1":"(&112“ - L_LJL_I‘F;’ " =0 (43)
It can be shown that a real root of Eq. 4.3 exists and
satisfies {1-F(b)) < 2, < SI—F(a)). The optimal window
w, can be computed directly from z, as follows:

w, = FH{1-z,) : (4.4)

There is no closed-form solution to Eq. 4.4.

Although z, can be solved numerically, it is still not prac-
ticn]l for real-time applications. We derive an approxi-

-mate solution to Eq. 4.1 by solving the following equa-

tion.
g(w,8,b) = K [F(w)-F(a)] [F(b}-F(w)] (4.5)
(1-F(w?
i=0

where v = [1-F(b}]/|1-F(w)]. An approximation fune-

ngr; i(w,a,b) can be sclved by substituting the term

Yivi| by (n=1). That is,

i=0

glw,a,b) = K' [F{w}-F(a)] [F(b)-F(w)] [i-F(w)|*? (4.6}

where K' = (n~1)K. g(w,a,b} has its maximum at a posi-

tion very close to that of g{w,a,b} and can be obtained by

solving F‘:[log g(w,a,b)] = 0. From this we obtain:
), fw) . (n-2)w)

F{w}~F{a) F{w)}-F(b) F(w)-1
or equivalently,

[F(w)? + CIF{w)] + D =0, (47)
where

C= _(m=1)[Fla}+F(b)]+2

n

D= F(a)+F({b) +(n-2)F(a}F(b)
_ n
4{} solution te Eq. 4.7 in the interval {F(a),F (b)) is given

Y
Flw,) = ~G=VCAD (48)

2

The approximate window, w,, can then be caleulated
easily. Figure 4 shows that empirically the approximate
window-contrel rule (Fq. 4.8) performs nearly as good as
the optimal one (Eq. 4.4). The number of contention
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slots is bounded by 2.7 independent of the number of
contending stations. Analytical verification of this bound
is not shown here. It should be noted that Ethernet
requires an average of O{log;n) contention slots MET78),
and the performance is shown approximately by the
eurve with binary-divide control rule in Figure 4.

When the distributions are discrete |fsuch as in the
priority resolution), maximization of g{w,ab) has to be
done by enumeration and not by differentiation. Approx-
imations for applications with non-tdentical distributions
?auch as the Urn Protocol} will be investigated in the

uture.

- 4.2 Channel-Load Estimation

One of the key factors in optimizing window control
is ‘the information omn channel load. This must be
estimated direct]ly from statistics collected in the net-
work. ‘ :

In the Virtual-Window Protocol the load information
can be assessed easily, When contention ends, every pro-
cessor knows the final window (a,w]. A maximum-
likelihood estimate can be computed from the probability
of success. The likelihood function is derived as:

L(n,w,3) = Prla<Y, <w<Y,)

= n{w-a){ 1-w)""! {(4.9)
L{n,w,s) is maximized at
_ 1 -1
8= T\ln(l-w) [ln(l—w) ] (4.10)

Since the first-order statistic is readily available and

can be ‘piggybacked’ in the packet transmitted, an alter-

native estimate is based on the density fungtion of this
statistic, The conditiona! density olf yy 15 derived as:

v, y2)dys
fy (¥ a<Y <w<Yy) =
Ty v,y 1, ye)dyady,
aw

(4.11)

In the Virtual-Window Protocol, the distributions of the
contention parameters are independent and uniformly
distributed in (0,1), and we have:

fyy,(¥1.¥2) = n{a-1){1-y)"? (4.12}
Substituting Eq. 4.12 into Eq. 4.11 gives:
fy (y| s<Y;<w<Y;) = —y (4.13)

This result shows that the distribution of y, is deter-
mined once the final window is known. Therefore, no
new information is gained by using the first-order statis-
tie in the likelihood function.

The accuracy of prediction can also be improved by
techniques in time-series analysis, An Auto-Regressive
Moving-Average model can be used to obtain an adjusted
window w,,, over time. A simple example is:

wo () = (wg(t—1) +w) /2. (4.14)
In this model the influence of previous windows is
reduced by a factor of two each time.

The performance of the Virtual-Window Protocol
with estimated load is depicted in Figure 4. The average
number of contention slots is 3.1 when n is estimated
using the previous window alone, and the performance is
very close fo the optimum when n is estimated using
moving averages.

For the Tree-Walk and URN Protocols, channel load
can be characterized by the number of packets transmit-
ted when the window has circumscribed around the sta-
tions once. This number can be collected' directly on the
network. For the Priority-Resolution Protocol, n can be
estimated from the number of stations contending in the
highest priority level. The analysis is similar and will not
be shown here.

4.3 Optimization With Global Distributions

The dynamic-programming formulation relies on
knowledge of channel load and distributions of contention
parameters, H the distributions are known, it is possible
to infer the load information from the window size. This
explaing why the Virtual-Window Protocol performs well
with estimated channel load.

On the other hand, when the distributions are not
available globally, the distribution of the first-order
statistlie can be estimated [rom contention activities on
the network. However, the success probability, g(w,a,b),
which depends on distributions of first-order and second-
order statistics, cannot be derived from this information
alone. It is only possible to predict the probabilities of

collision and no transmission, thus the dynamie-
programming formulatipn is reduced to:
- 1 1 + n{a,w)'ﬂ(w alb) ’
n{a,b) .2%{’ + n{w,b)'r(w,a,b) (4.15)

“such that

f{wab) + r(w,ab) =1
Using this formulation, the overhead of contentions can
no longer be kept constant and is increased to O(logyN).
However, the performance depends en the entropy of the
estimated distribution. A small entropy implies less
uncertainty in identifying the minimum, and thus a
better performance. This problem has been studied with
respect to the resolution of priorities, and the entropy
was found to be reduced when traffic is of bursty type.
This issue will be covered in the future paper.

' 6. CONCLUSION :

In this paper we have described a window-search
scheme to find the extremum among a set of random
numbers. This scheme can be implemented effectively on



CSMA/CD networks, It unifies a class of adaptive
CSMA protocols and allows the optimization to be done
by a unique method. Dynamic-programming formulation
to minimize the expected total number of contention slots

was studied and evslusted. The formulation was based .

on information on channel load and distributions of con-
tention parameters. It was found that the average
number of contention slots expended belore the
extremum was identified was bounded by 3 constant.
This performance can be said to be optimal as far as the
order of magnitude is concerned. In practice, channel
load cannot be obtained directly and has to be estimated
from the window size, the first~-order statistic and the dis-
tributions of contention parameters. Future research lies
in the investigation of contention parameters with less
uncertainity in their values so that contention can be
resolved in a shorter time,
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