CHANNEL ALLOCATIO

IN

MULTIPLE CONTENTION BUS NETWORKS

Jie-Yong Juang and Benjamin W. Wah

ABSTRACT

Channels are allocated to packets of high prierity in a

priority-based channel-allocation strategy. The identification of
packets of the highest priority in & network is equivalent to
determining the minimum among 8 set of distributed random
numbers. In this paper. a multi-window protocol is proposed for
priority-based channel allocation in a network with multiple
CSMA/CD channels. The strategy partitions the domain of
priority levels into intervals, and utilizes the collision-detection
capability of contention busses to resolve their status. The aver-
age number of contention steps to identify t packets of the
highest priority out of N packets is about 0.8*log;t + 0.2*log;N +
1.2. A degenerate version of the proposed protocol that works
on & singie bus can be adapted to estimate channel load and is
essential for the implementation of state-dependent routing.

INDEX TERMS: Channel allocation. collision detection. multiple
busses, ordered selection. priority. state-dependent routing.

1. INTRODUCTION

In this paper. the probiem of allocating multiple CSMA/CD
channels 10 processors that generate bursty traffic is studied.
Both priority-based and non-priority-based channel-sllocation
disciplines are discussed. In allocating channels without priori-
ties, the channels are randomly allocated to processors; whereas
in a priority-based allocation. each packet is attributed with a
priority level, and channels are allocsted to packews of the
highest priority.

Priority-based CSMA/CD protocols for single contention-
bus network have been extensively studied before [Tob82.
GoF83, NiL83, Shad3, Wal85). These prowocols rely primarily
on information fed back from the channel to eiiminate transmis-
sion requests of lower priority and reduce further contention. In
linear priarity-resolution protocols {Tob82, GoF83]. requests of
higher priority are assigned & shorter delay to access the channel
than those of lower priority. Requests of lower priority give up
further contention when & transmission is detected indicating the
presence of one or more requests of higher priority. In a tree-
based priority-resolution scheme [Nil83. Shad3). requesis are
ordered according to priorities in the téerminal nodes of a binary
tree. The existence of requesis in a subtree is determined {rom
the cutcome of collision detections. [t is very difficult to adapt
these protocols to resolve global priorities in a network with
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multiple CSMA/CD channels because the correlation among
multiple feedback streams have to be considered. In this paper. s
multi-window protocol is proposed to support priority-based
channel sllocation.

An M-CSMA/CD protocol was proposed by Marsan and
Roffineila [MaR&2] for non-pricrity sllocation in multiple con-
tention busses. In this strategy, & proceswor probabilistically
determines a channel to transmit. However, many processors
may happen to request for the same bus o transmit and leave
many other channels idle. To cope with thig problem. load
balancing schemes developed for multiprocessor scheduling
[ChK79. NiH8S, Tow80] can be applied. These schemes are use-
ful for probabilistic routing but cannot be applied 10 swate-
dependent routing since the number of processors contending for
a2 channel is unknown. An efficient algorithm for state-
dependent routing in multiplecontention-bug networks is
presented in thig paper. h

In Section 2, we present an interval-resolution scheme that
utilizes the collision-detection capability of CSMA/CD busses to
resolve the status of intervaly and identify packets of the highest
priority. An impiementation of this scheme on multiple conten~
tion busses, called mudti-window pgrotocol, is proposed in Section
3. Correctness and performance of this protocol are discussed in
Section 4. A degenerate version of this protocol is applied in Sec-
tion 5 to estimate the channel load in non-priority allocations
with load-dependent routing.

2. DISTRIBUTED CHANNEL ALLOCATION

The priarity level of a packet is 3 random variable with a
distribution that is site dependent and a function of complicated
interacticns among tasks execuling in the network. For
matbematical tractability, the priorities of packets at different
sites are assumed to be identically and independently distri-
buted. Hence the priorities of packets currently in the network
are a collection of abservations drawn from a common distribu-
tion. Assume that there are N packets w be transmitted with
priorities X; % x; & .. & 1y If t channels are allocated accord-
ing to priorities, then packets with prioritieg Iy, ... In-eg Will
be transmitted. Therefore, the problem of channel allocation
with priority can be seen as a selection problem 1o determine the
t larzest aumbers from & set of distributed random variates.

One method to identify the extrema of a set of distributed
random numbers is to collest them to a central site before sort-
ing them. This spproach is inadequate in resolving pricrities
sinzz collecting the priority levels would involve a largs number
of packet transmissions. An ordersd sslection algorithm based
on interval resolution is proposed in this section. The algorithm
can be implemented on networks with multiple contention
busses withaut explicit messages.

In the proposed algorithm. the priocity leveis x;. .... Iy are
first trinsformed into ancther set of uniformly distributed ran~
dom numbers ¥y, ... Yy such that y; = Py, —x, + §, where P,
is the maximum priority level. 3 is & small random number that



could be site dependent, and is used to break lies in priority lev~
als byt does not change the relative ordering of packets, i.e.
¥1 > y3 > ... > yn. The allocation of channels is thus reduced
to the determination of the minima from tke set of distributed
random numbers.

2.1. Distributed Ordered Selection om Multiple Contention

Busses

An interval-resolution scheme for priority resolution is
described here. It iz & recursive scheme that partitions and tests
the domain of random varistes. An interval is resolved if it is
empty or containg exactly one number (ie., & success). An
unresolved interval ig partitioned recursively until it is resolved.
To test whether an interval is resolved or not. a resolution
scheme wilh binary questions and ternary responses is used. A

r is agked whether it generstes a number in the interval
L.b]. and it will answer "yes” or “no” without further descrip-
tion. The same question is directed 0 all processors. and the
aggregated responss is of the ternary type, i.e., there ia nane. one,
or more than one processor that responded positively. Such a
question-angwering session is isomorphic to the collision detec-
tion of a CSMA/CD network. In such a network, & processor ig
either transmitting or not transmitting during a contention slot.
A transmisgion is equivalent to answering “yes.” while no
transmission is eguivalent to answering “no.” The capability of a
collision-detection mechanism to detect whether thers iz none.
one, or mors than one processor uransmitling is eguivalent to
obtaining the ternary response from the processors.

The above analogy suggests that interval resolution can be
done by contentions on a bus. In the proposed algorithm, an
interval 10 be resolved is assigned 10 & bus. A processor contend
to trangmit its random number on the bus if its random number
falls in this interval. By interpreting the outcome of collision
detection. & ternary status of the interval can be detarmined.
For convenience, the interval agsigned 10 a bus is called a
sransmission window of the bug. As the interval-resolution pro-
cess proceeds. the domain of random variates is partitioned into
intervals, each of which ig in one of the four possibie states:
empty, success, collided. or unsearched. The order of a random
variate y) can be determined if all intervals between y, and y,
bave been resoived. Since verifying the status of an interval is
independent of verifying other intervais. mulliple intervals can
be resolved sequentially or in parallel depending on the number
of contention busses available.

The example in Figure 1 illustrates an interval-resolution
process. In this exampie, the order of ten random variates gen-
erated by six processors is to be determined. and two contention
busses are available. The windows used in each step are labeled
w) and w3, and the status each interval after a contention ig
marked in the figure. After three contention sieps. & number
generated by Processor 3 can be determined to be the minimum,
and the second minimum can also be identified. To determine
the order of others, further contentions are necessary.

Processors involved in ordered selections have to know. the
windows used in each contention. This may be done by assign-
ing s processur to generste the appropriate windows and broad-
cast them to others. This approach ig inadequate since broadcast-
ing incurs a significant overhead. Alternatively. if all processory
evaluate an identical slgorithm with identical inputs. then the
windows can be synchronized withaut any message transfer.

3. MULTI-WINDOW PROTOCOL FOR ORDERED SELEC-
TIONS

A key issue in an interval-resolution scheme for ordered
selection i3 10 determine & proper transmission window for each
bug. We have developed » single window-control scheme for the
degenerats case of a single contention bus [JuW84, WalsS]. In
this section. we describe a mudti-window control schama for parsl-
lel interval resnlutions on multiple busses.

In the multi-window control scheme, window generations
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A Figure 1. An example illustrating an interval-resolution pro-

cedure for ordered selection (windows used in each

e step are labeled by Wy and wa).

in different processors are synchronized by collision detections.
A contention step consists of the generation of transmission win-
dows. the contantion for interval resolutioa. and the acquisition
of interval status by collision detection. Transmission and colli-
sion detection can be done in ons corssruion slat, which ix a fixed -
system parameter of 38 CSMA/CD network. On the other band.

" generation of transmisgion windows involves local processing

and is subject to optimization.

3.1. Optimal Multi-Window Conwrol

The set of windows used in & contention step is abbreviated
as the window wictor in the sequel. A window vector is chosen
from unresolved intervais. including collided and unsearched
ones. For convenience, unresolved intervals are represented by
vector V in which each element is an interval represented by a
triplet consisting of the lower and upper bounds and the status
of the interval (empty, success, collided, or unsearched). Based
on such a representation. the optimization of multi~window con-
trol may be formulated in dynamic programming.

Consider the case in which the t smallest numbers are 1o be
selected from N distributed random numbers, and the curreat
uaresolved intervals are represented by V. Given ¥, & conten-
tion step using contention windows W will resuit in another set
of unresolved intervals U. Denote the expected number of con-
tention steps (o complete an ordered selection by Cly. The
dynamic programming formulation for window generation may
be expressed recursively as follows.

vig=ap1+ EEnonocia] @

where py,,y W) is the probability that in isolating i numbers
1o be selected with windows W, the set of unresolved intervals
changes from Vw0 The optimal window vector is ons that
minimizes Eq. (1),

To evaluate Eq. (1), all py,, 75(W)s must be known.
Since as many a8 t busses can be assigned Lo resclve an interval,
there are t* possible ways of assigning ¢ busses 10 resolve K
intervals. For each aswignment, there exists a large number of
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combinasions of window sizes to be determined. This leads to 3*
possible combinations, each with a different Py, 7 g(#). Hence
Eq. (1) is too complex to be evaluated, and suboptimal solutions
to the window-generziion problem will be presented in the next
section.

3.2, A Multi-Window Protocol with Heuristic Window Con-

trol

(i) Heuristic Window Cantrol

Optumization by dynamic programming is intractable due
to the large problem space. To tackle the window-generation
problem, the following observations were made. First. random
variates of the smallest values are to be selected. Thus
unresolved intervaly at the lower end (that have smaller values)
should be searched with higher priority. Second. the proper win-
dows in an interval that maximize the probability of having
exact one random variate in each is derived in Appendix A to be

w/r if there are r random variates uniformly distributed in an

interval of size u, It is also shown that the above interval will

most likely contain two random vaciates if it is a collided one.

If two busses are available, the best partition is to divide the

domain to be searched into 1wo equal halves. These observations

suggest the following heuristic rules.

Rule 1: The entire domain is initially initialized to be an
unsearched interval. :

Rule2: An unsearched interval is pariitioned into t+1 sub-
intervals. The size of the first t sub-intervals is w/i
esch, where u is the size of the unsearched interval. and
T is the estimated number of random variates in thig
interval. Note that u is equal to 1, and ¥ is equai to N
initially.

Rule 3: Unresolved intervals of smaller values (at the lower
end) are searched first. Note that there is only ons
unsearched interval and is always located at the upper
end of the domain of values.

Rule 4: After a contention step, a collided interval is partitioned
into two equal halves. each of which is considered ag an
unresclved interval.

Rule 5: Rules (3) and (4) are repeated until either the ordered
selection is done. or sll the unresnlved intervals sxcept
the unsearchadl one ai the upper end of the domain have
been resolved.

Rule 6: The search is extended into the unsearched interval (by
repeating Rule 1)} if less than ¢ resolved intervals have
been found.

It will be shown in Section 4 that the window control based on
these rules is correct and performs satisfactorily.
(ii) Sequencing and Termination

If the statug of all sub~intervals are known, then the order
of the selected numbers and the termination condition of the
selection process can be determined. As unresolved intervals are
partitioned iteratively, and the number of sub-intervals grows
linearly as resolution proceeds. it is hard for a processor to keep
track of the status of ail sub-intervals because a large amount of
memory is needed. It is also not efective when resolution is car-
ried out at a central site.

To reduce the memory requirement, a constani-memory
scheme i3 proposed here. In the proposed scheme, s processor

maintaing only the approximated order of wransmisgion windows .

represented ag Q. Bach component of { is set to 1 initially. and
updated after a contention. The outcomes of collision detection
are represented by two i-tuples, {5, 83, .... ) and (dy, dy. .. dy)u
where

- 1 if contention in the i'th bus succeeds,
S otherwise. 2
- 1 if contention in the i'th bus collides.
& 0 otherwise.
— ~
17N TN .-) X N f‘-L*-

The g;'s are updated as follows.
o
Q- q,-b-fs, =1, ..t 3)
=1

According to the above updating strategy. q; is the cumulative
number of random variates isolated below the i'th window. It is
also the order of the rendom number in this window if all inter~
vals beiow it were resolved.

A selection process may be terminated when all numbars to
be selected are identified. To know when this is dons, each pro-
cessor maintaing an indicator that points to the position whare
the t'th and (t+1)'th random numbers are most likely to be
Separated. Assuming that 2 collided interval contsing 2 randoim
Rumbers. the indicator for termination can be set 10 the upper
end of the k'th window such that the following condition helds.

q,+z-l)f:1d. >t {qx..ﬂ-?."tfd.l (4)

)

Accordingly. the selection process terminates when all sub-
intervals below the termination indicator are resolved. Hence
the termination condition may be expressed as

1

Zh=0 and q =t )]

i=1
Since the termination indicator iz set in such a way that is
always larger than the number of elements 10 be selected. the
termination indicator provides an upper bound of the resolution
range. This range can be narrowed down as contention proceeds.

The sequencing and termination controls described above
will be correct only if all sub-intervals smaller than the termi-
nation indicator are searched. We will show in Section 4 that
this is true if the proposed heuristic multi-window protocol is
used. *

The number of contending processors (N) is not known. but
can be estimated from the final partition of intervals. We bave
Studied & maximum-likelibood estimation model with auto-
regressive moving averages (ARMA) [Jua8S, WaldS} and a
maximum-a-priori (MAP) estimate that is more accurate when
the undertying random process is known [JuL3s). . the number
of variates in the unsearched interval can also be estimated using
the suatug information of partitioned intervalg. A simple estiza-
tion can be obtained by subtracting the estimated number of ran-
dom variates in the searched range {rom the total, i.e.. setting i -

i
tobeN~q,~2°3°d,.
jui

A multi-window protocol based on the above interval-
resolution procedure with heuristic window control is outlined
in Figures 2 and 3. The protocol is independent of the underly-
ing network except for the function cbserve(S. D). This function
is built upon the collision-detection mechanism of a CSMA/CD
bus, hence the protocol can be implemented on any multi-bus
netwark with collision-detection capability on every bus.

Since the windows are updated in each step of contention
and must be gencrated before the next contention step beging, a
reasonaple elapsed times must be set between the completion of
<oilision detection and the initiation of the next contention. To
shorten this elapsed time. this protocol must be implemented in
hardware. An organization of a hardware implementation is
shown in Figure 4a. Detailed design of two timeconsuming
functions. sransmit and window, are shown in Figures 4b and 4c,
respectively. The design of the fransmit function is simple,
hencs & 1ransmission decision can be made in less than 100 ns.
The window-gneration function needs arithmetic and logic func-
tions, and is estimated to take several microseconds 1o complate.
It can be shortened if faster device technoiogies are used. :

3., Estimation of Channel Load

The multi-window protocol needs 1o estimate N. the total
number of contending packets in the sysiem. Using the proposad
window protocol, processors obtain & valus w such that thy

/ B
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procedure multi.window.protocol.site.i (N, t. X, R-order):

/* N: ,Estimated total number of distributed random variates;
t number of random variates to be selected;
L &U: Lower & upper bounds of the domain of random variates:
& random variates generated by the local processor i

(= (xy. ....x)%
x-otder: Order of & among the N distributed random variates;
s vector of search windows (= (Wy, ... W),
W, = (wy W 3))
$&D: Collision-detection vectors;
& = (q;..... qu). q; represents the estimated order of
a random variate in window i;
T: Termination indicator ¥/
begin
for i=1 to t do paraliel

begin
%~ 0;dy =~ 0; g = 1, x;~order ~ 1;
end;

Wiepy ™ L T+ U: done «~ false;
while ((not done) and (not all x;-order > )} do
begin
/* Determine the ransmission windows */
wingdow (W, 3. B. T):
/% Transmit 1o k'th channel if wy ; <z, Swy; */
transmit(X, W),
observe(3 . B): /* Detect outcome of contention. %/
/% Update current order of each window and X-order ¥/
for k=1 o (1+1) do
begin el
m~m+2%

forimltot do parallel
i.t (1,3 wyz) then x-order « g, + 3,;

/* Updue search range by resetting termination indicator */
im=Ore0;

while ((r < t)and (i < 1)) do
hegin

§
i=itlir e~ q+2: Y d;
=
end.
if (i < t) then
begin

T"\VL;.

/. ermmar. n?*
Zd, = OT then done — true;

end;
end;
end multi-window-protocol.

Fjg_ ¢ 2. Multi-window protocal for ordered selections
minimum iy less than w and the second minimum is greater than
w after 3 contention is resolved. Based on this value. the
matimum-likelibood estimate of the channel lcad can be
estimated. Let y, be the minimum and y, be the second
minimum. After the i'th contention, the window (s, wii)] iso~
lates the minimum successfully. The maximum-likelihood func-
tion for the estimated channel load 4(i) can be formulated ag

L(a(i).w(i).a) = Pr(a<y, <w<yy) (6)
= AW (1~ w(i))an-1
L{ni).w(i)a) is mazimized at
Ali)= [m%m ’ 0<wiid<1 (7)

The estimated number of contending stations in the (i+1)'th con-
tention can be obtained by adding to a{i) the difference between

procedure window (W, @, B, T);

/* N: Total number of distributed random variates;
t Number of random numbers to be selected;
L& U Lower & upper bounds on the range of random variates
supplied from the calling function;
W vector of search windows (= (Wy, .... Wy),
' W| - (W; 1 Wu))
new-W: Temporary storage for new search windows;
B: Collizion indicator;
g: Extimated order of random variates in the windows;
T: Termination marker */ '

begin
ie=1; j=1;
while (i S tand w; € T) do
begin
whu.e (d,=0)doj'-j+1
U(J‘t)ﬂun
in

/" Allouu two busses 1o resolve 8 collided muﬂr;l o
I‘!.GW'W;J ol W‘uu

Wiitwia
NEW-Wy3 = gl
new-g, ~
Peivl;
new=w,; * ReW™W_ 2
new-wiz = W3

new-q; = q;
i ikl | j+ e
end:
else begin /* Search into unsesrched interval %/
for k=i to t do g
U—w.
nEW=w = w,3+(k—t) 2
2‘2"-'1
U"”Wtz
REW~W, 3 + m"'W|.1+ M
N——q.—-z‘zd,
m
new~g; * Q.
iwt+l;
end:

end;
W = new~W: Q ~ new—0;

Figure 3. A heuristic window-contrel procedurs

the possible expected arrivals after the i'th contention.

The above mazimum-likelibood estimation does not uss a
priori information. To improve the accuracy. windows that suc~
cessfully isolate the minimum in previous contentions can be
incorporated into the estumation. A tlechnique in time-serias
analysis called Auto-Regressive-Moving-Averuge (ARMA)
model can be applied 10 obtain an estimated window based on all
previous windows, w(1). w(2). ..., w{i). As an example, wg, (i)
can be computed recursively as

w(i)

Wnyli)= o (i=1)4 (8

w(i) in Eq. (7] can be replaced by Wmv(l) above in estimating the
cbannel load. An explicit way of using a priori information angd
collided intervals in estimation is discussed elsewhers [Jul.85).

4. CORRECTNESS AND PERFORMANCE EVALUATION

In this section, we will prove that the proposed multi-
window protocol correctly identifies the t smallest varizies. The -
performance of the pratocol is also discussed.
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4.1, Correctness
First, we show that an orde:ed selection terminates in a
finite number of steps.

Lemma 1. The multi-window protocol terminates in a fnite
number of steps if the random numbers (o be selected are separ-
abie Tweo randoms numbers. y; and y; are separable if

i finice.
ny.-y P

Proof: The procedurs terminates when all disjoint intervals
below the termination indicater have been resolved. It is neces-
sary to show that there are a finile number of such iniervals and
that these intervals were obtained from partitioning the search
range in a finjite number of steps. To search an unresolved inter-
val, the window conirol determines sub-intervals of non-zero

size as contention windows and partitions the search range into 3
finite number of sub-intervals. These sub-intervals may be
resolved or remain unresolved after a contention. [f & sub-
interval remaing unresolved. it is spiit into two halves of finite
sizes. The mazximum number of steps Lo Separsie any lwo Iab-
dom numbers is

logg—r (C)]
E’N-a

where Bs'tminllyl-yll IR SWE NI N andia:j} Since § is-

finite, so is k. Thus the procedure terminates in a finite nUmber

of steps. O

The following lemma proves the correctness of the !qrmi-
nation condition.

k=

Lemma 2: All the intervals below the termination indicator are
resolved when the multi-window protocol lerminates.

Proof: After the first step of contention, there are two possable
outcomas:

(q‘—1)+2'id, <t or - (10}
=t
(q‘—l)-l-z'td, >t (10m)
=l

Note that q; ls the approximated order of the variates in the t'th
window before it is updated, and that the d;’s are the outcomes
t

of the current contention. Since q, 3 1, we have 2* 3 d; <t in e
1



first case, which implies that the number of unresclved intervals
below the termination indicator is less than the number of
busses available. Hence there are a sufficient number of busses to
be allocated. and the remaining busses may be used to extend the
resolution process into the unsearched range.

Since intervaly are repeatedly pariitioned as contention
proceeds, the number of collided intervals may increase. and the
second case may happen eventually. Thig ig the case in which
there are more intervals to be resolved than the number of avail-
able busses, and there are more than t variates below the termi-
nation indicator. There exigtg an index k. 1 & k € t, such that

t success in the k'th bus:
(‘h")*z';;“# - ‘:4-1 collision in the k'th bug,  (11)

Accordingly, the termination indicator will be moved to the
upper bound of the k'th window in this case. The total number
of busses required to resolve all col.lidadtinmvm within thig

range is less than t if either gy > 1 or 2*}2.d;=t. On tbe other
j=L

hand, there will be an unallocated interval if 2'i=t+1. This

1
interval will be excluded if the outcome of the n:xt contention
Step shows that there are more than t numbers below the termi-
nation indicator. i.e.. one or both of the following conditions are
not salisfied. -

t=1
223 d, =t—1. and s+d=0 (12}
=l )
in contrast, if the above conditions are satisfied. then the t'th bus
will be allocated to search this intsrval in the next contention
step. Hence every sub-interval below the termination indicator
will be searched until all sub~intervalg are resclved. I

- The correctness of proposed multi-window protocol can be
summarized in the following theorem.

Theorem 2: The multi-window protocol with the proposed
heuristic window control performs an ordered selection
corractly.

Proof. In Lemma 1. wa have shown that the protocol terminates
in a finite number of steps. According o Lemma 2, ail sub~
intervals below the termination indicator are resoived. From the
way the termination indicator is set. it is eagy 1o show that there
are at least t numbers being isolated in these sub-intervals. Since
resolved sub~intervals are disjoint and follow a linear ordering
relation. the numbers isolated in these sub-intervals can be
ordered correctly. O

4.2. Performance

Simulations have been conducted to evaluate the perfor-
mance of the multi-window protocol. The simulstor was coded
in F77 and run on a VAX 11/780 compuier. In the simulator.
each processor generaies a random number uniformly distributed
in [0,1]. A collision—detection mechanism is rmodeled by a
counter that counis the number of random variates in s given
sub-interval, Different combinstions of N and © were evaluated,
each of which was run a number of times with different seeds
uatil a 95% confidence interval of less than 0.2 was obtained.
The simulation results are shown in Tsbles 1 and 2. They show
that the average number of contention steps 1o identify the t
smallest variates out of N random variates can be approzimated
oy a(N.t) (=0.8%10g;0 + 0.2¢log;N + 1.2) with less than 5% error.
Thig approzimation was obtained under the sssumption that t
busses are employed when t numbers are ta be identified.

PN

N=20
t 2 46 8 |[10]12[14| 1618720
€ {2.97]3.65]4.20(4.49]4.78 |4.99]5.20]5.33]|5.51]5.53

alN,1)12.8613.6614.13]4.4614.7214.93]5.11]5.2615.40}5.52

N~100

T 10[20]30[40 {5060 ] 70 [ 80 [ 50 100

C ]5.1915.7716.46]6.65]|7.00]7.15]7.3717.56{7.67|7.75

a(N.t){5.19/5.9616.46]6.79]7.04 7.2617.43|7.5917.72] Zﬁi‘

Ne=3500
t | 50 [100]150[200(250]300]350[400 | 450] 500
C {7.39(8.12(8.42(8.85]8.96[9.14{9.51]9.8719.89{10.0]

a(N1)|7.5118.3118.77]9.1119.3619.57]9.75{9.91110.0110.2]{

Table 1. Average number of contention staps () to identify t
smallest numbers among N distributed random variates
using the propossd ordered selection protocal (N is fixedi:
a(N,t)» 0.2 logzN + 0.8 logot + 1.2 is given here for
comparisons),

=10 i
N (306090 [120]1501 180 210240270 30001
C J4.88]4.9315.09{5.13]5.13{5.20{5.40{5.50}5.54]5.58]|
alN.0)]4.84]5.04]3.16]5.24]5.3115.36]5.40]5.44]35.4815.51
=50
N | s01t00[150[200]250]300]350]400]450]500
C_ 16.1717.04[7.22]7.2617.2817.40]7.37]7.4717.60]7.60
a(N.1)16.8517.0517.1717.2517.31]7.3717.4117.45)|7.48]7.51

Tabie 2. Average number of contention steps (T) to identify ¢
smallest numbers among N distributed random variates
using the proposed ordered selection protocol (t is fixed:
a(N.t)= 0.2 log;N + 0.8 logat + 1.2 iz given hers for
comparisons).

5. DISTRIBUTED CHANNEL ALLOCATION WITHOUT
PRIORITY

In allocating channels without priority, & contention bus
can be seen a5 a server with homogenecus customers. To
transmit its packet, a processor has to coatend for bus access.
The question is how many busses does it have o contend and
which busses 10 use. The number of busses to contend may
range from one to zll. If the strategy is to allow a processor to
contend only one bus at a time, then the issue of determining the
bus to contend is the problem of load balancing. If the strategy
is to contend for ail busses. then there may be redundant
wininers and may result in a poor performsance. It will be shown
in Section 5.2 that this redundancy is not crucial,

5.1. Channel Allocation by Load Balancing

Probabilistic and state~dependent routing has been proposed
for balancing jobs among multiple servers. In probabilistic rout~
ing. packels are routed to a channel according to the branching
probabilities. For sxample. 4 processor may route its requests 10
Channel 1! with probability 0.2, to Channel 2 with probability
0.3. and to Channel 3 with probability 0.5. When a new request
arrives, the processor may decide to route the request to Channel
2 based on the outcome of a generated random number. Since
channels are chosen probabilistically. it is possible that & proces-
sor may select a channel that is already heavily loaded. Such an
improper routing usually leads 10 an imbalance of loads among
the channels and a poor channel utilization. To improve the per-
formance of probabilistic routing, the branching probabilities
may be optimized with respect Lo statistice collectad in real time.
These statistics include request generation rates, bus speeds. and
trangmission times [NiH85]. The objective is o balance the



channel loads such that the trafic intensities to different chan-
nels are equal. Probabilistic routing is usually unable to adapt
to instantaneous changes in workload and performs poerly when
the variance of workloads is large.

On the other hand, state~depeadent routing can cope With
the problem by determining the routing on & per-packet basis
according to the channel load. A request ig routed to the channel
with the minimum load. In general, it ig difficult 1o implament
state~dependent routing in & multi-bus network since the chan-
nel loads are unknown. However, the bug load can be estimated
eagily by the interval-resolution scheme in the proposed proto-
col.

Simulations were conducted to evaiuale state-dependent
routing with load estimation (Figure 5). As a comparison. the
analytical results of probabilistic routing are also plotted. These
resylts show that ag high ag 60% of the channels are wasted in
probabilistic routing, but is reduced to lesy than 5% in state-
dependent routing. In contrast to probabilistic routing, the per-
centage of channels wasted in state-dependent routing decresses
as the number of channels in Lthe network increases.

Note that thers may be more than one request generated
before the channsi-load information is updated. These requests
are routed to the same channel if they originated from different
processors. The simulation resultg also indicate that the effect of
such an improper routing is minor.

5.2. Non-priority Channel Allocation by Redundant Con-
tentions

To recduce the probability of a channel being wasted, a pro-
cessor may contend for all available channels and selects one
from those it wing. The fact that a processor may win more
channels than it needs seems to be the major disadvantage of this
approach. The following observation reveals that the effect of
redundant allocations is small. Suppose that N processors are
contending for t buss'u. A bus will be allocated to 2 processor

with probability 'ﬁ' The expected number of busses allocated to
a processor is

L oLt 1'_1H=:
,‘E“n‘ﬁllﬁ'l N

The probability that each processor is allocated at least one chan-
nel ig

(13)

11
l-ll—Nl-] m1=1+t =l N-oe (14)

N N
Using Eq. (14) and assuming that exactly one channsl is allo-
cated o each winning processor, the sxpectéd number of chan-
nels allocated 1o each is WN, which is the same as that of Eq.
{13). This shows that redundant allocation is not likely to bap-
pen {when N is large).

& CONCLUDING REMARKS

A multi-window protocol for supporting priority-based
channsl allocation iz studied in this paper. The protocol utilizes
the collision-detection mechanism to resolve interval status on
the contention busses. It can identify t packets of the highest
priority among N contenders in about 0.8 Jogzt + 0.2 log;N + 1.2
contention steps. A bhardware architecture for implementing the
proposed protocol is also presented.

The load-estimation capability of the proposed protocol
allows a state-dependent routing strategy to be sdapted in non-
priority channel allocation. The Fraction of wasted channels is
reduced to lesy than 5% in state-dependent routing. Contending
for multiple channels is also shown to be s promising non-
priority channel-allocation siraiegy.
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Figure 5. Comparison of probabilistic routing and state-
dependent routing with load estimation.
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- APPENDIX A
In thiz appendix. rules in the heuristic wmdow control are

First. we show that partitioning a collided interval into
two equal balves is & good heuristic rule. It has been proved that
the binary-divide strategy is optimal for resolving a collided
interval if there are two variates uniformly distributed in this
interval [WaJ83). Suppose that the size of the unsearched inter~
val i u and that the estimated number of variates falling in this
intervals is 7. Then the gize of the window to be searched ini-
tially is u/f. Let Z be the random variable representing the
number of ¥,'s in such an interval. Z has & binomial distribution
since the y,'s are uniformly distributed and will fall in the win-
dow with probability 1/f. The expected value of Z can be

expressed as
.E(ZJ-Z ?E] = r

The values of E(Z) with respect to different T's are given in
Table Al. They show that E(Z) is about 2.3 and less than 2.38
up ta & very large value of ¥.

A collided window containg less than 2.38 variates on the
average since the expected number of y,'s in a partitionsd win-
dow is always less. The arguments above indicats that a collidad
window often containg two variates, and that the binary-divide
ruls is & good spproxinaation to ibe optimal window control.

The following lemma and theorem show that the heuristic
rule of determining the interval size in the unsearched range is
also an eficiant strategy.

Lemma Al: Let p be 3 natural number, and y, > 0. If f:yl =g,
=L

then ﬁy. is maximized when the y,'s are equal. That ig, y| =
=

co/p.iml, ., p.
Proof. The lemma is proved by mathematical induction. The
induction basis {pw1) i trivial. Congider the case in which p is
greater than one. Assume that

Pl

Lyi=B8c where0<fA<1 (A2)

i=l
Accordingly. y, = (1—8). If pisequal to 2, then

y;'y,alczﬂ (l”ﬂ) (A3}

The RHS of Eq. (A3) is mazimized when 8 = (.5, so the lemma is
true for p= 2.

Asgume that the lemma is true for pmm. and consider
pem+l. Let yg.=(1—8) and iy.-ﬂc Then ﬂyi is mazim-

=}
ized at y;=fc/m. Hence li"[l:,r. can be rewritten a8
l)
+1
h)ﬂ = ﬂ)ﬂ
Tt T

"Yme1 ™ Be l'(1—;¢!)<: (A4)
mel m

-1 r (A1)
r

E(Z)

e
g‘é“égs;.ﬂ -

Table Al. E(Z). the expected number of random variates falling.
in & window of size u/f, where © is the estimated -
number of random variates uniformly disuributed in -
an unsearched interval of size u. L

The RHS of Eq. (A4) is maximized at ﬂ-r-—;l-. which yields

y,-m for i=1, ..., m+1. Therefore, the lemma is also true for
p=m+1, O

Theorem Al: Let the total number of y's distributed in the
unsearched range [0.u) be n. and the boundarieg of the i'th win-
dow be {wi—;, wi), i ™ 1, ... t. Then the probability that all t of
they.‘nmisohtedinuneconmﬁnnnep'umxiniudif
Wi~Wi, ®u/n.i=1,,

Proof: In general. the joint probability dengity function of the
ordered statistics, Yie s Yiule is

fﬂ--h-ﬂ(xl' et x.,..,;) (A3)

= -GT:r:i-—lrg(x‘) M C W 6 Lot e WD)

where g(x) and G(z) are the probability density function and
distribution function of the parent distribution. respectively.
For a uniform distribution, we have g{x)=1 and ({x)=x. So,

fy ree ‘(xl' wrr xl#l) = ot (1":'.'1)".‘—1 (As)

A selection ig successful when y €(w_.wy). i=m1l. ..t and

Yier €lwe1), implying that Yiea. ... ¥a€lwyl). The success pro-
bability may be expressed as

Pr{y,€[wiy, wy, i3 Lt and Y;ﬂe[wpl) (A7)

"l
.:.r .m“"m’“ Banu ket

W(I—w.)“‘ﬁ(w.-—w.. "

Note that the value of H(wl-w;_;) depends on W, and the parti-
tioning of the inurvulf(‘l.\v,). It follows from Lemma Al that
TT(wi=wi-) is mazizized when wy—w;_; = wy/t. Substituting it
{nto Eq. (A7) yields

Pr in[wl_l.w;).i-l. U A 1.7 yg.;E[w;.l)] (AS)

nl —y amt | W

= T l‘?’]

The RHS of Eq. (A8) is masimized at w, = t/n. This leads to the
results of wy = 1/n. Lasily, the wy's have to be sdjusted by a

factor of u if the random variates are distributad in the interval
[0.u). Therefore. wi—w,., = u/n, &



