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ABSTRACT
Recent advances in Very-Large-Scale-Integration (VLSI) fabrication technologies have demonstrated the feasibility of three-dimensional (3-D) circuits in a single chip. Due to the ability and flexibility to connect non-adjacent circuits using the third dimension, the cost of mapping non-planar circuits to two-dimensional (2-D) systems can be reduced. In this paper, we examine the complexities in volume and maximum wire length of mapping circuits represented as undirected graphs to 3-D systems. Tighter bounds than those previously known are shown for various families of graphs, in both the one-active-layer and the unrestricted layouts.

1. INTRODUCTION
Recently, 3-D VLSI circuits have been shown to be feasible. 3-D VLSI circuits are more flexible than their corresponding 2-D counterparts because wire routing is easier and more systematic, the run of wires is shorter, and the volume of a 3-D realization may be less [16]. Dr. Gibbons, the president of Texas Instruments, predicted the feasibility of such chips in the earlier 1990s [4]. Examples of current implementations include IBM's "modestly" three-dimensional Thermal Conduction Module (TCM) circuit package [3] and Hughes' 32-by-32 3-D cellular computer to be finished in 1987 [12].

In this paper, we show improved bounds on volume and maximum wire length of 3-D layouts, in both the one-active-layer and unrestricted models. The model used here is an extension of Thompson's 2-D model into three dimensions [17]. The model consists of a 3-D grid of width W, length L, and height H, respectively. A vertex in this grid, (x,y,z), where 0 ≤ x ≤ W, 0 ≤ y ≤ L, and 0 ≤ z ≤ H, denotes the location where devices can reside. An edge in the grid represents a wire in the circuit. It is assumed that three mutually perpendicular lines in the grid can pass through one point without physically touching each other. It is further assumed that any active device will require a unit volume, that the cross section of a wire is a unit area, and that the separation between the wires in any direction is of unit length. These assumptions are not over-restrictive as we are evaluating the order-of-magnitude asymptotic complexities. To map a graph into the grid is to find a one-to-one mapping between the vertices of the graph and the vertices of the grid, together with a one-to-one mapping of the edges of the graph and the set of disjoint paths of the grid.

Rosenberg proposed two models of 3-D layouts [15, 16]. The first model is the one-active-layer model in which active devices are allowed to reside in only one layer, and the other layers will be used for the routing of wires. The second model is the unrestricted model in which active devices can be placed anywhere in the volume.

Rosenberg also proposed layouts for the rearrangeable permutation network which take O(n/√n) and O(n log log n) volume in the one-active-layer and the unrestricted layouts, respectively [15, 16]. Preparata proposed a layout for the cube-connected-cycles in 3-D VLSI [14]. Leighton and Rosenberg have found lower and upper bounds for the layout of various families of undirected graphs [7, 10].

2. LOWER BOUNDS ON VOLUME AND MAXIMUM WIRE LENGTH
In this section, we develop improved lower bounds for the various families of undirected graphs in the one-active-layer model. We did not find any improvement in lower bounds for the unrestricted model because the existing lower bounds [16, 10, 8] will be shown to be tight except for the family of graphs with O(√n) separator.

In the following theorem, the mesh of trees is considered as an example in the family of graphs with O(√n) separator, while the tree of meshes is considered as an example in the family of planar graphs. These two examples graphs were used by Leighton in proving the lower bound of 2-D layouts [5, 9].

Theorem 1: (a) Any 3-D one-active-layer layout of the mesh of trees will require Ω(N log log N) volume and Ω(√N / log log N) maximum wire length. (b) Any 3-D one-active-layer layout of the tree of meshes will require Ω(√N log log N) volume and Ω(√N / log N) maximum wire length.

Proof: We will prove these lower bounds by contradiction. Leighton proved that any 2-D layout of the N-node mesh of trees will require Ω(N log log N) area, and that this layout must have Ω(√N log log N) maximum wire length [8]. He also proved that any 2-D layout of the N-node tree of meshes will require Ω(N log log N) area, and that this layout must have Ω(√N / log log N) maximum wire length. Leighton and Rosenberg proved that any 3-D layout of volume V, base area B, and height H can be transformed into a 2-D layout of area A = 9BH² = O(B²) [10]. Further, if the maximum wire length in the 3-D layout is W₃d, then the upper-bound maximum wire length in the 2-D layout is W₂d = O(HW₃d). We have found that the area required is 4BH² instead of 9BH² and that the degree of the graph can be six instead of four. Due to space limitation, the proof will not be shown here [1].

For the mesh of trees, let us assume the existence of a 3-D one-active-layer layout with a volume V < Ω(N log N) and maximum wire length W < Ω(√N / log log N). The base area of this one-active-layer layout should be Ω(N), as it should be large enough to accommodate the N nodes of the graph. Therefore, the height of this layout is H < Ω(log N). According to
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Leighton and Rosenberg's results [10], this 3-D circuit can be transformed into a 2-D layout with area $A = \Theta(N \log^2 N)$ and maximum wire length $W_{2D} = \Theta(\sqrt{N \log N / \log \log N})$, which contradict Leighton's results [9]. Thus, any 3-D one-active-layer layout of the mesh of trees will require $\Omega(N \log N)$ volume and $\Omega(\sqrt{N \log N / \log \log N})$ maximum wire length.

For the tree of meshes, assume the existence of a 3-D one-active-layer layout with volume $V < \Theta(N \log N \log N)$ and maximum wire length $W < \Theta(\sqrt{N / \log N})$. Since the base of this layout should have $\Omega(N)$ area, the height of this layout is $H < \Theta(\sqrt{N / \log N})$. Using Leighton and Rosenberg's results [10], we can transform this layout into a 2-D layout with area $A = \Theta(N \log N)$ and maximum wire length $W_{2D} = \Theta(\sqrt{N / \log N})$, which contradict Leighton's results. Hence, any 3-D one-active-layer layout of the tree of meshes should have $\Omega(N \log N \log N)$ volume and $\Omega(\sqrt{N \log N / \log \log N})$ maximum wire length.

The upper-bound volume of the family of undirected graphs with $\Theta(N^3)$ separator, $1/2 < q < 1$, will be shown in Section 3.1 to be $O(N^{3+q})$. As the base area has $\Omega(N)$ complexity, the height of this layout is $O(N^{1+1/q})$. Leighton has proved the lower-bound maximum wire length for the family of undirected graphs with $\Theta(N^3)$ separator, $1/2 < q < 1$, in a 2-D layout to be $\Omega(N^q)$ [9]. From Leighton and Rosenberg's results [10], the maximum wire length in the 3-D one-active-layer layout should be $W_{2D} / H = \Omega(N^{3+1/q} - N^q) = \Omega(N^q)$.

For the family of graphs with $\Theta(N)$, $0 < q < 1/2$, separator, Pateras, Rusu, and Snyder have proved the lower-bound maximum wire length in a 2-D layout of a binary tree to be $\Omega(\sqrt{N / \log N})$ [13]. In a one-active-layer 3-D layout, a similar argument can be made such that nodes of a binary tree are in one layer, and that the maximum distance between two nodes separated by 2 log $N$ edges is $\Omega(\sqrt{N})$. Hence, the lower bound in the 3-D case is the same as that of the 2-D case.

Table 1 summarizes the lower bounds obtained for the one-active-layer layout and compares them with previously known results.

## 3. Upper Bounds

Before introducing the results on upper bounds, we review the necessary mathematical background behind the theory of layouts. Thompson introduced the idea of the minimum bisection width of an undirected graph and proved a relation between the minimum bisection width and the minimum area required to lay out the given graph [17]. Lipton and Tarjan introduced the idea of separator for a family of undirected graphs and proved that the family of planar graphs has a $\Theta(\sqrt{N})$ separator [11]. They also proposed a linear-time algorithm to compute this separator. Bhatt and Leighton introduced the ideas of bifurcators and decomposition trees [2]. An $N$-node undirected graph has $(F, \alpha)$ bifurcator if it can be decomposed into two subgraphs.

\[ G_1 \text{ and } G_2 \text{ by removing no more than } F \text{ edges. Both } G_1 \text{ and } G_2 \text{ can further be decomposed into two subgraphs by removing no more than } F/2 \text{ edges. In general, any subgraph in level } i \text{ can be decomposed into two subgraphs by removing no more than } F/2^i \text{ edges.} \]

A decomposition tree is said to be a fully balanced decomposition tree if (a) when decomposing any subgraph into two smaller subgraphs, the number of nodes in the two subgraphs are equal; and (b) when decomposing any subgraph into two smaller ones, the number of edges connecting this subgraph to the rest of the original graph is divided into two equal sets that are distributed in the two decomposed subgraphs. Bhatt and Leighton also proved that any graph with $(F, \alpha)$ bifurcator has a fully balanced decomposition tree with $(F, \alpha)$ bifurcator, where $F$ is related to $F$ by a constant [6].

### 3.1. One-Active-Layer Layouts

In the following theorem, the upper bounds for graphs with $\Theta(\sqrt{N})$ separator are proved. The family of planar graphs is treated in the same way as the family of graphs with $\Theta(\sqrt{N})$ separator here. Although Leighton and Rosenberg have proved the same bounds before, they have not proved $\Omega(N^q)$ as the results of this subgraph "are sufficiently sparse that the routing is guaranteed to be possible" [10]. We will assume in the following proof that the ports of a subgraph are equally spaced along one side of its layout. In connecting two $n$-node subgraphs into a 2$n$-node subgraph, a complete crossbar switch will be used to perform the routing, and the ports in the resulting subgraph will also be equally spaced along one side of the resulting layout. The above model allows us to prove a better upper bound on the volume for the family of graphs with $\Theta(N^{3/2})$, $1/2 < q < 1$, separator. This will be shown in Theorem 3.

Theorem 2: Any undirected graph with $\Theta(\sqrt{N})$ separator has a 3-D one-active-layer layout with $O(N \log N)$ volume and $O(\sqrt{N \log N})$ maximum wire length.

**Proof:** We assume that the balanced decomposition tree of the graph is known. The proof is by induction on a graph with $N$ nodes. The case for $n=1$ is trivial. For the induction hypothesis, assume that an $n$-node graph can be mapped into a parallel-epiped with volume $V(n)$, height $H(n)$, and a square base of side $L(n) = \sqrt[3]{V(n)}$, where $k$ is a constant. It is further assumed that one of the $n$-node ports to connect any node in this subgraph to another node outside this subgraph are aligned and equally spaced along one side of the top layer of this layout (see Figure 1, where the ports are represented by circles). In the induction step, consider the volume needed to lay out four $n$-node subgraphs. We will combine these four layouts to produce one 4$n$-node layout with volume $V(4n)$, height $H(4n)$, a square base of side $L(4n) = 4\sqrt[3]{V(4n)}$, and that the $4n$-node subgraph is one of the 4$n$-node subgraphs that are equally spaced along one side of the top layer. This will be done by first arranging that one additional layer is needed to accommodate the necessary interconnections when two $n$-node subgraphs are combined to form one 2$n$-node subgraph layout.

Consider two $n$-node layouts placed side by side as shown in Figure 1. We have (a) to create $4n$ ports in the $2n$-node subgraph layout; and (b) to connect a maximum of $c/\sqrt{n}$ ports in one of the $n$-node subgraphs to a maximum of $c/\sqrt{n}$ ports in the other $n$-node subgraph. Since we have assumed that the subgraph has a balanced decomposition tree, half of the $c/\sqrt{n}$ ports in the combined layout will be connected to ports in the first layout, while the other half will be connected to ports in the second layout. It is not hard to prove that if $k > 2$ one layer is enough to create a complete crossbar switch to perform the required routing. Since one layer is added to combine to $n$-node layout together, the height can be calculated from the following recurrence.

\[
H(2n) = H(n) + 1, \quad n > 1
\]

\[
H(2n) = 1, \quad n \leq 1
\]

\[ (4) \]
Similarly, we can combine two 2n-node subgraph layouts to form one 4n-node subgraph layout. In general, for an N-node subgraph layout, where N is a power of two,

\[ H(N) = \log N. \]  

(5)

Since the base area of an N-node layout is \( (k\sqrt{N})^2 \), the total volume will be

\[ V_{\text{LAL}}(N) = k^2 N \log N = O(N \log N) \]  

(6)

In computing the volume, no constraint is put on the routing of wires, hence, a wire can run along the \( \log N \) layers in a zig-zag fashion in the worst case. The maximum wire length is

\[ W_{\text{LAL}}(N) = O \left( 2 \sum_{i=0}^{\log N} k\sqrt{N/2^i} \right) = O(\sqrt{N}) \]  

(7)

According to the theory of induction, the theorem is proved. \( \square \)

Theorem 3: Any undirected graph with \( \Theta(N^{1/4}) \) separator, \( 1/2 \leq q \leq 1 \), has a 3-D one-active-layer layout with \( O(N^{3/2}) \) volume and \( O(\sqrt{N}) \) maximum wire length.

Proof: The proof is similar to that of Theorem 2 except that \( cm^* \) edges connect any n-node subgraph to the rest of the graph. Due to space limitation, the proof will not be shown here [1]. \( \square \)

Note that the upper bounds on volume and maximum wire length are optimal because they are the same as the corresponding lower bounds (see Table 1). \( \square \)

Table 2 shows the upper bounds in the one-active-layer model and compares them against previously known results [8, 10]. Note that the upper bounds on volume are tight in all cases except for the family of planar graphs.

3.2. Unrestricted Layouts

Theorem 4: Any undirected graph with \( \Theta(N^{1/4}) \) separator, \( 0 \leq q \leq 1 \), has a 3-D unrestricted layout with volume

\[ V(N) = \begin{cases} O(N) & 0 \leq q < 2/3 \\ O(N \log^{3/2} N) & q = 2/3 \\ O(N \log N) & 2/3 \leq q \leq 1 \end{cases} \]  

(8)

with maximum wire length

\[ W(N) = \begin{cases} O(N^{3/2}) & 0 \leq q < 2/3 \\ O(N^{3/2} \log N) & q = 2/3 \\ O(N^{3/2}) & 2/3 \leq q \leq 1 \end{cases} \]  

(9)

Proof: We assume that the balanced decomposition tree of the graph is known. The proof is by induction on a graph with \( n \) nodes. The case for \( n = 1 \) is trivial. For the induction hypothesis, assume that an n-node layout is in the form of a cube. Further, assume that the \( cm^* \) ports of this layout are arranged in the form of a square with side \( k \sqrt{cm^*} \) in one of the faces of the cube, where \( k \) is a constant. In the induction step, we will show that eight n-node subgraphs can be combined into one 8n-node layout in the form of a cube, and the \( c(8n) \) ports of this layout are arranged in the form of a square with side \( k \sqrt{cm^*} \).

The induction step is proved by first arranging the eight n-node layouts in the corners of a larger cube, such that ports of the four upper cubes are directed downwards, while ports of the four lower cubes are directed upwards (see Figure 2). We will then combine two n-node subgraph layouts to form one 2n-node layout. We have (a) to create \( c(2n) \) new ports for the 2n-node layout; and (b) to connect the ports in the two n-node layouts. Figure 3 shows the \( 2(cm^*) \) ports of the upper and lower layouts, each in the form of a square with side \( k \sqrt{cm^*} \), where \( k \) is a constant. By adding \( 2k \sqrt{cm^*} \) layers between the upper and lower

Table 2. Upper-bound volume and maximum wire length for the 3-D one-active-layer layouts. (The previous and new results may be the same but obtained by different methods.)

<table>
<thead>
<tr>
<th>Graph separator / (N)</th>
<th>Volume</th>
<th>Maximum Wire Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(N) )</td>
<td>( O(N) ) [10]</td>
<td>( O(N) ) [10]</td>
</tr>
<tr>
<td>( 0 \leq q &lt; 1/3 )</td>
<td>( O(N) ) [10]</td>
<td>( O(N) ) [10]</td>
</tr>
<tr>
<td>( \Theta(N) )</td>
<td>( O(N \log N) ) [10]</td>
<td>( O(N \log N) ) [10]</td>
</tr>
<tr>
<td>( 1/2 \leq q \leq 1 )</td>
<td>( O(N^{3/2} \log N) ) [10]</td>
<td>( O(N^{3/2} \log N) ) [10]</td>
</tr>
<tr>
<td>( \Theta(N^{1/4}) )</td>
<td>( O(N^{3/2} \log N) ) [10]</td>
<td>( O(N^{3/2} \log N) ) [10]</td>
</tr>
</tbody>
</table>

Figure 2. Combining eight n-node layouts to form one 8n-node layout.

Figure 3. Combining two n-node layouts to form one 2n-node layout in the unrestricted model.
cubes in Figure 3, we can create a complete 3-D crossbar switch to perform the necessary routing between the newly created \( e(2n)^{2/3} \) ports and any of the \( 4n \) ports in the two original \( n \)-node layouts. The newly created \( e(2n)^{2/3} \) ports are arranged in the form of a rectangle of length \( k \sqrt{cn^2} \) and width \( 2k \sqrt{cn^2} \). To perform the necessary connections between the two \( n \)-node subgraph layouts, each with a maximum of \( cn^2 \) ports, another complete 3-D crossbar switch with \( k \sqrt{cn^2} \) layers is created between the upper and lower layers in Figure 3.

In a similar way, we can combine four \( 2n \)-node layouts to form two \( 4n \)-node layouts and two \( 4n \)-node layouts into one \( 8n \)-node layout. In each case, we have added \( \Theta (\sqrt{cn^2}) \) layers between the two layouts concerned. The height, length, and width of the \( 8n \)-node layout can be computed from the following recurrences.

\[
H(8n) = \begin{cases} 
2H(n) + k_1 \sqrt{cn^2} & n > 1 \\
1 & n = 1
\end{cases}
\]  
(10)

\[
L(8n) = \begin{cases} 
2L(n) + k_2 \sqrt{cn^2} & n > 1 \\
1 & n = 1
\end{cases}
\]  
(11)

\[
D(8n) = \begin{cases} 
2D(n) + k_3 \sqrt{cn^2} & n > 1 \\
1 & n = 1
\end{cases}
\]  
(12)

where \( k_1, k_2, \) and \( k_3 \) are constants. Solving the last three equations, we get

\[
D(N) = L(N) = H(N) = \begin{cases} 
O(N^{1/2}) & \text{if } q < 2/3 \\
O(N^{1/2} \log N) & \text{if } q = 2/3 \\
O(N^{1/2}) & \text{if } q > 1
\end{cases}
\]  
(13)

The volume of the layout will be

\[
V(N) = \begin{cases} 
O(N) & \text{if } q < 2/3 \\
O(N \log^2 N) & \text{if } q = 2/3 \\
O(N^{3/2}) & \text{if } q > 1
\end{cases}
\]  
(14)

For the maximum wire length, note that the maximum wire length of the \( 8n \)-node layout is equal to the maximum wire length of the \( n \)-node layout plus \( aL(8n) \), where \( L(8n) \) is the length of each side of the \( 8n \)-node layout, and \( a \) is a constant. (Due to the crossbar connection, we did not extend any port more than a length of \( aL(8n) \)). The maximum wire length can be computed from the following recurrence.

\[
W(8n) = W(n) + aL(8n).
\]  
(15)

Substituting \( L \) from Eq. (13),

\[
W(N) = \begin{cases} 
O(N^{1/2}) & \text{if } q < 2/3 \\
O(N^{1/2} \log N) & \text{if } q = 2/3 \\
O(N^{3/2}) & \text{if } q > 1
\end{cases}
\]  
(16)

According to the theory of induction, the theorem is proved.

Table 3 shows the upper bounds obtained here for the volume and maximum wire length, respectively, and compares them with previously known results [7, 10, 8]. Note that all the upper bounds on volume obtained here are optimal except for the family of graphs with separator \( \Theta (n^{2/3}) \).

**Table 4. Upper-bound volume and maximum wire length for the 3-D unrestricted layouts. (All previous bounds were derived by Leighton and Rosenberg [10]. The previous and new results may be the same but obtained by a different method.)**

<table>
<thead>
<tr>
<th>Graph Separator / (N )</th>
<th>Volume</th>
<th>Maximum Wire Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(N^{1/2}) )</td>
<td>( O(N) )</td>
<td>( O(N^{1/2}) )</td>
</tr>
<tr>
<td>( 0 \leq q &lt; 1/2 )</td>
<td>( O(N^{1/2} \log N) )</td>
<td>( O(N^{1/2} \log N) )</td>
</tr>
<tr>
<td>Planet</td>
<td>( O(N^{1/2} \log N) )</td>
<td>( O(N^{1/2} \log N) )</td>
</tr>
<tr>
<td>( \Theta (N) )</td>
<td>( O(N^{3/2}) )</td>
<td>( O(N^{3/2}) )</td>
</tr>
<tr>
<td>( 1 \leq q &lt; 2/3 )</td>
<td>( O(N \log^{2/3} N) )</td>
<td>( O(N \log^{2/3} N) )</td>
</tr>
<tr>
<td>( \Theta (N) )</td>
<td>( O(N \log^{2/3} N) )</td>
<td>( O(N \log^{2/3} N) )</td>
</tr>
<tr>
<td>( 2/3 \leq q &lt; 1 )</td>
<td>( O(N^{3/2}) )</td>
<td>( O(N^{3/2}) )</td>
</tr>
<tr>
<td>( \Theta (N) )</td>
<td>( O(N^{3/2}) )</td>
<td>( O(N^{3/2}) )</td>
</tr>
</tbody>
</table>
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