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ABSTRACT

In this paper, we address three important issues in applying Lagrangian methods to solve optimization problems with inequality constraints. First, we propose a MaxQ method that transforms inequality constraints to equality constraints. It overcomes divergence and oscillations that occur in the slack-variable method. Some strategies to speed up its convergence are also examined. Second, we develop a method to monitor the balance between descents in the original-variable space and ascents in the Lagrange-multiplier space in Lagrangian methods. During the search, we adjust this balance adaptively in order to improve convergence speed. Third, we introduce a nonlinear traveling trace to pull a search trajectory out of a local equilibrium point in a continuous fashion without restarting the search and without losing information already obtained in the local search. This strategy extends existing Lagrangian methods from a local search of equilibrium points to a global search. We implement these three strategies in Novel (Nonlinear Optimization via External Lead) and apply it to find improved solutions for a collection of benchmark problems.

1. INTRODUCTION

Many applications in engineering, decision science, as well as operations research are formulated as optimization problems. The constrained nonlinear optimization problem that we study in this paper takes the following form:

$$\text{Minimize} \quad f(X)$$

subject to

$$g(X) \leq 0 \quad X = (x_1, \ldots, x_n) \in R^n$$

$$h(X) = 0$$

where $f(X)$ is an objective function, $g(X) = [g_1(X), \ldots, g_k(X)]^T$ is a set of $k$ inequality constraints, and $h(X) = [h_1(X), \ldots, h_m(X)]^T$ is a set of $m$ equality constraints. All $f(X)$, $g_i(X)$, and $h_i(X)$ are assumed to be differentiable real-valued nonlinear continuous functions.

Active research [4, 3] in the past has produced transformational and non-transformational methods to solve (1). Non-transformational approaches include discarding, enumerative, and back-to-feasible-region methods. They have difficulties dealing with nonlinear objective and constraints. Transformational approaches, on the other hand, transform a problem into another form before solving it. Some well-known methods include penalty, barrier, and Lagrangian methods. The first two methods have difficulties when they start from an infeasible region or when feasible solutions are hard to find.

Lagrange-multiplier methods (or Lagrangian methods) introduce Lagrange multiplier variables to gradually resolve constraints through iterative updates. They are exact methods that optimize an objective using Lagrange multipliers to meet the Kuhn-Tucker conditions [4]. In view of their advantages, we use them to handle constraints in this paper.

2. HANDLING INEQUALITY CONSTRAINTS

Lagrangian methods work well with equality constraints, but cannot deal directly with inequality constraints (1), except in some simple cases in which one can directly solve the first-order condition in closed form. In general, inequality constraints are first transformed into equivalent equality constraints before Lagrangian methods are applied.
2.1. Transformation Using Slack Variables

One possible transformation [4] to handle inequality constraint \( g_i(X) \leq 0 \) is to add a slack variable \( z_i \), which results in an equality constraint \( g_i(X) + z_i^2 = 0 \). After simplification [4], the augmented Lagrangian function for (1) is

\[
L_z(X, \lambda, \mu) = f(x) + \lambda^T h(X) + \|h(X)\|^2_2 + \frac{1}{2} \sum_{i=1}^{k} \left[ max^2(0, \mu_i + g_i(X)) - \mu_i^2 \right]
\]

where \( \lambda \) and \( \mu \) are Lagrange multipliers, which control the balance between descents in the \( X \) space and ascents in the \( (\lambda, \mu) \) space. They also play a role in controlling the convergence speed and solution quality of the Lagrangian method indirectly. At an equilibrium point, the forces due to descents and ascents reach a balance through appropriate Lagrange-multiplier values.

To emphasize how the relative weights affect the convergence speed and solution quality, we introduce an additional weight \( w \) into (2) and get:

\[
L_w(X, \lambda, \mu) = w f(x) + \lambda^T h(X) + \|h(X)\|^2_2 + \frac{1}{2} \sum_{i=1}^{k} \left[ max^2(0, \mu_i + g_i(X)) - \mu_i^2 \right]
\]

where \( w > 0 \) is a weight on the objective. When \( w = 1 \), \( L_w(X, \lambda, \mu) = L_z(X, \lambda, \mu) \), which is the original Lagrangian function.

Starting from an initial point \( (X(0), \lambda(0), \mu(0)) \), we can solve (3) by using LSODE\(^1\) and observe a search trajectory \( (X(t), \lambda(t), \mu(t)) \). When an equilibrium point is on the boundary of the feasible region, the dynamic equation approaches it from both inside and outside of the feasible region. We observe three behaviors of the search trajectory: (a) The trajectory gradually reduces its oscillations and eventually converges. (b) The trajectory oscillates within some range but never converges. (c) The magnitude of oscillations increases, and the trajectory eventually diverges.

To illustrate these three behaviors, consider Problem 2.3 in [2]. We set the initial point at \( t = 0 \) as follows: \( X(t = 0) \) is set at the middle of the search space, and \( \lambda(t = 0) = \mu(t = 0) = 0 \). The total time used by LSODE is \( t_{max} = 10^4 \), which is divided into small units of \( \Delta t = 1.0 \), resulting in a maximum of \( 10^5 \) iterations (\( t_{max} / \Delta t \)). The stopping condition is the Lyapunov condition:

\[
\|dX(t)/dt\|^2 + \|d\lambda(t)/dt\|^2 + \|d\mu(t)/dt\|^2 \leq \delta
\]

where \( \delta = 10^{-45} \). The system stops when it converges or when it reaches the maximum number of iterations.

\[^
\text{1} \text{LSODE is a solver for first-order ordinary differential equations, a public domain package available from http://www.netlib.org.}
\]

Figure 1: The objective function and maximum violation oscillate in the slack-variable method when \( w = \frac{1}{10} \).

Figure 2: The objective function and maximum violation converge after oscillations subside in the slack-variable method when \( w = \frac{1}{15} \).

When \( w = 1 \), the trajectory diverges very quickly into infinity, meaning that the original Lagrangian method will diverge. If we scale the objective by 10 (i.e., \( w = 1/10 \)), then \( f(X(t)) \) oscillates within the range \([-17, -10]\], while the maximum violation \( \epsilon_{max}(t) \) is between 0 and 0.4, as shown in Figure 1. Here, \( \epsilon_{max}(t) \) at time \( t \) is defined as

\[
\epsilon_{max}(t) = \max[|h_1(X(t))|, \max[0, g_2(X(t))]]
\]

If we reduce \( w \) to \( 1/15 \), then the oscillations subside, and the trajectory eventually converges (see Figure 2).

2.2. Transformation Using the MaxQ Method

To avoid oscillations in the method based on slack variables, we would like a search to converge to a local minimum directly when it is on the boundary of a feasible region and when the trajectory is outside the feasible region. This is done by our proposed MaxQ method.

Without loss of generality, we omit equality constraints in the following discussion for simplicity, knowing that the equality constraints are handled in the way described in Section 1. The MaxQ method transforms an inequality constraint as follows:

\[
g_i(X) \leq 0 \iff p_i(X) = max^{q_i}(0, g_i(X)) = 0
\]

where the \( q_i \)'s are control parameters. The corresponding augmented Lagrangian function is:

\[
L_q(X, \mu) = f(x) + \mu^T p(X) + \|p(X)\|^2_2
\]

where \( p(X) = [p_1(X), p_2(X), \ldots, p_k(X)]^T \).
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It is important to choose suitable control parameters $q_i$, $i = 1, \ldots, k$, because they are related to the convergence speed of our algorithm. One way of selecting $q_i$ is to make it very close to 1, i.e., $q_i \to 1$. At this time, the system will approach a feasible region slowly since $\rho_i(X) \approx 1$ if $g_i(X) > 0$, which is independent of how far the current point $X$ is away from the feasible region. Thus, larger $q_i$'s are needed for faster convergence if the current point $X$ is far from the feasible region. In contrast, if we choose $q_i \gg 1$, then $\rho_i(X) \approx 0$ as $g_i(X) \to 0$, meaning that LSODE converges very slowly towards the equilibrium point on the boundary of the feasible region.

Taking these facts into account, in order to have fast convergence, we adapt $q_i$ dynamically as the search goes to an equilibrium point. $q_i$ is large if $g_i(X) \gg 0$, and $q_i$ is gradually reduced to a value approaching 1 when the search is close to the equilibrium point. One possible choice of $q_i$ is:

$$q_i(g_i(X)) = \frac{s_0}{1 + e^{s_1 g_i(X)}}$$

(8)

where $s_0 = 2$ and $s_1 > 0$ are two parameters that control the shape of function $q_i(x)$. When $g_i(X)$ approaches 0, $q_i$ will approach 1.

Note that when $s_0 = 2$, $\nabla_X \rho_i(X)$ changes very fast from 1 to 0 near the equilibrium point as $g_i(X) \to 0$, making it difficult for LSODE to find a suitable step size to reach the equilibrium point. To let the gradient change smoothly, we set $s_0$ to 2.5 or 3.0, and $s_1$ to satisfy $q_i(g_i(X)) = 2$ when $g_i(X) = 1$. Thus, $s_1 = -\frac{\ln(s_0)}{s_0}$.

When the equilibrium point $X^*$ is within the feasible region, i.e., $g_i(X^*) < 0$, $\rho_i(X^*) = 0$, and $\nabla_X f(X^*) = 0$, meaning that $X^*$ is an equilibrium point of the dynamic system given by,

$$\frac{d}{dt} X(t) = 0 \quad \text{and} \quad \frac{d}{dt} \mu_i(t) = 0, \quad i = 1, \ldots, k.$$  

Thus, the trajectory will converge to this equilibrium point $X^*$.

When equilibrium point $X^*$ is on the boundary of the feasible region, it will be asymptotically approached from outside the feasible region. This can be proved by showing that $X^*$ is asymptotically a regular point of the constraints $\rho_i(X) = 0$ [4] because inequality constraint $g_i(X) \leq 0$ has been equivalently transformed into equality constraint $\rho_i(X) = 0$.

To improve convergence rate, we dynamically convert inequality constraints that are very close to the boundary into equality constraints. Since we solve the dynamic system using LSODE, let $X$ and $X_0$ be the points of two successive iterations. The conversion of inequality constraint $g_j(X) \leq 0$ occurs when the following two conditions are satisfied: (a) The dynamic system converges to some point $X$ when it changes very little for $\gamma$ iterations. (b) The dy-

Figure 3: The objective and maximal violation converge in MaxQ with $w = \frac{1}{10}$.

namic system converges to the boundary when $y_j(X)$ is very close to zero.

If dynamic conversion is performed on inequality constraint $g_j(X) \leq 0$, then the terrain of the Lagrangian function $L_q(X, \mu)$ will be changed and totally different. To maintain the search direction in the original variable space $X$, we have to adjust Lagrange multiplier $\mu_j$. Let the current point be $(X, \mu_j)$ just before the conversion, and $(\tilde{X}, \tilde{\mu}_j)$ be the point after the conversion. The relationship between them is then derived as

$$\tilde{\mu}_j = \left[ \mu_j g_j^{-1}(X) + 2g^{-2}g_j^{-1}(X) \right]$$

$$[g_j + q_j(X)g_j(X)\ln g_j(X)] - 2g_j(X)$$

(10)

As in the slack-variable method, we add an extra weight $w$ in the original augmented Lagrangian function in MaxQ,

$$L_m(X, \lambda, \mu) = w f(x) + \lambda^T h(X) + ||h(X)||^2_2$$

$$+ \mu^T p(X) + ||p(X)||^2_2$$

(11)

where $w > 0$ is a weight on the objective, $\lambda$ is the Lagrange multiplier for equality constraints, and $\mu$ for inequality constraints, and $p(X) = \{p_1(X), p_2(X), \ldots, p_k(X)\}^T$.

To show how MaxQ avoids divergence and oscillations in the slack-variable method, consider the same problem 2.3 in [2]. The starting point is at the middle of the search space, which is the same as that used in the slack-variable method. Three cases were tested: no scaling, scaling the objective by 10 (i.e., $w = 1/10$), and scaling the objective by 15. Our results show that all three cases converge with similar behavior, and the second case is shown in Figure 3. Obviously, MaxQ has smoother and better convergence as compared to the slack-variable method.

3. ADAPTIVE LAGRANGIAN METHOD

In the last section, we have studied two methods to deals with inequality constraints. The slack-variable method is sensitive to the relative weight between the objective and the constraints, leading to divergence, oscillations, or convergence. Although MaxQ is not as sensitive to this weight, careful weighting may help accelerate its convergence speed. Because the relative weight for fast convergence is problem-dependent, it is impossible to set it in advance. Here, we
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propose a strategy to adapt this weight based on the behavior of the search progress.

3.1. Dynamic Weight-Adaptation Strategy for MaxQ

The basic idea is to monitor the progress of the search trajectory and adapt weight \( w \) to the search progress. We divide search time into non-overlapping windows of size \( N_w \) iterations each. In each window, we compute some metrics to measure the progress of the search relative to that of previous windows. For the \( t \)th window \( (t = 1, 2, \ldots) \), we calculate the average value of \( r_{\text{max}}(t) \) over all the iterations in this window:

\[
\bar{r}_t = \frac{1}{N_w} \sum_{j=(t-1)N_w+1}^{tN_w} r_{\text{max}}(j) \tag{12}
\]

At the end of each window or every \( N_w \) iterations, we decide whether to update \( w \) based on the performance metrics (12). In our current implementation, we use the average value of maximum violation \( r_{\text{max}}(t) \). In general, other application-specific metrics can also be used. Based on these measurements, we adjust \( w \) accordingly.

As explained before, the major problem with the MaxQ sometimes is its slow convergence, which can be measured by how fast its maximal violation decreases. Therefore, we monitor the reduction of the average value \( \bar{r}_t \) of the maximal violation. If it is found to decrease slowly, i.e., 
\[
\bar{r}_{t-1} - \bar{r}_t \leq 0.5 \rho \bar{r}_{t-1},
\]
where \( \rho \) is a threshold (e.g., \( \rho = 10^{-4} \)), we will reduce weight \( w \) by half, \( w \leftarrow w/2 \). Its effect is to put more weight on the constraints, thus pushing the trajectory more quickly to a feasible region. Note that when comparing the values between two successive windows \( t-1 \) and \( t \), both must use the same weight \( w \); otherwise, the comparison is not meaningful because the terrain may be different. Hence, after adapting \( w \), we should wait at least two windows before changing it again.

3.2. Illustration of Weight Adaptation for MaxQ

To use the dynamic weight-adaptation method, we set the time interval \( \Delta t = 1 \) for LSODE, and the window size \( N_w = 10 \). Corresponding to Figure 3, we start from the initial weight \( w(t = 0) = 1/10 \) and the same starting point \( x(0), \lambda(0), \mu(0) \). Figure 4 shows the resulting search profile, in which the search converges using only 756 iterations. This is a significant improvement over the case without dynamic weight adaptation.

It is noted that the solution quality in Figure 4 is the same as that in Figure 3 in the sense that both obtain the objective value \(-11.25\) when the search converges.

4. GLOBAL SEARCH

Lagrangian method is a local search method that is easy to get stuck in a local minimum. To tackle this problem, many global search algorithms have been developed that focus on bringing the search out of local minima. They use either deterministic [6, 3] or probability heuristics [5] or sampling [6]. These methods are normally computational expensive and have difficulties to deal with large problems.

We have developed Novel [7], a hybrid global and local search method for both constrained and unconstrained global optimization. It is a trajectory-based method that uses an external force to pull the search out of local minima, while using local search to locate local minima. Novel has three components: exploring the search space, locating promising regions and finding local minima. In exploring the search space, the search is guided by a continuous terrain-independent trace that does not get trapped in local minima. In locating promising regions, Novel uses local gradients to attract the search to a local minimum, while at the same time relying on the trace to pull it out once little improvement can be found. Finally, Novel selects initial points from regions that may contain promising local minima, and uses them as starting points for a local search algorithm to find local minima.

Combining these three components, Novel redefines the overall dynamic system for nonlinear constrained optimization as follows:

\[
\frac{d}{dt} X(t) = -\eta_x \nabla_x L_o(X(t), \lambda(t), \mu(t))
\]

\[
-\eta_x \cdot \lambda(t) - T_x(t)
\]

\[
\frac{d}{dt} \lambda(t) = \nabla_x L_o(X(t), \lambda(t), \mu(t))
\]

\[
\frac{d}{dt} \mu(t) = \nabla_u L_o(X(t), \lambda(t), \mu(t))
\]

where \( \eta_x \) and \( \eta_\lambda \) are constants controlling the relative weights between local search and global exploration.

The dynamic system is used in both the global and the local search. There are three stages in the global search phase, each of which outputs a trajectory based on (13). In the first stage of the global search, the user-defined trace function \( T_x(t) \) leads the trajectory. In the second and third
stages of the global search, the trace function $T_x(t)$ in (13) is defined as the trajectory obtained in the previous stage. According to the trajectory output from the three stages, we identify a set of promising starting points and perform local Lagrangian searches from them. The final result is the best solution among all these Lagrangian searches.

5. EXPERIMENTAL RESULTS

In this section we describe our experimental results on some existing benchmarks [2]. These benchmarks are challenging because they model practical applications that have been studied extensively in the past.

We use the same set of parameters to solve all the problems, except that the search range is problem-specific. In practice, this is reasonable as search ranges are generally known. In case that the search range is not available, we use trial and error, starting from a small range and gradually increasing it until no improvement is found in the solutions.

In the global search phase of Novel, we use three stages that produce three trajectories. From each trajectory, we choose 100 starting points for Lagrangian search based on their Lagrangian-function values. After 300 searches, we report the best solution found.

Table 1 summarizes the results found by Novel. Column 1 lists the problem identifications that appear in the benchmark collection [2]. Column 2 shows the best known solutions reported in [2], and Column 3, the solutions reported by Epperly [1]. Here, symbol ‘−’ means that the method is unable to find a solution for the corresponding problem. Column 4 shows the results obtained by Novel using the slack-variable method with dynamic weight adaptation [8]. Without weight adaptation, more than half of these problems cannot be solved due to divergence and oscillations described in Section 2.1. The last column shows the results obtained by Novel using MaxQ. Results in bold font are improved by Novel over the best known results, with improvements of up to 10%. Our results indicate that Novel is robust in discovering new regions and in escaping from local traps.
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