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ABSTRACT

In this paper we proposeandevaluatean efficient mul-
tiaccessrotocolfor cell-basedvirelessnetworks. Our pro-
tocol addressethe problemsin existing random-accesgro-
tocolsfor wirelessnetworks: long-termfairnessaswell as
short-termfairnessin accessinga sharedchanneland the
detectionof hiddenand exposedcollisions. Our proposed
protocol is a limited contentionprotocol in which the set
of contendingmobilesare chosenbasedon a global com-
moncontentionwindow maintainedy every mobile station.
The contentionwindow is adjustedbasedon threepossible
channelstates:no transmissionsuccessandcollision. We
assumehat the channelstateat the end of eachcontention
slot is broadcasby a basestationin a controlchannel.We
shav analyticallythatthetime interval betweertwo succes-
sive accesseto the channelby ary stationis geometrically
distributed,andthat eachstationhasequalchanceto access
the channelin every contentionperiod. This is significantly
betterthanexistingrandom-accegsrotocolshasednthebi-
nary exponentialbacloff algorithm, which resultsin large
variancesin interaccesglelays. Our experimentalresults
alsoshaw thatthe numberof contentiorslotsto resole col-
lisionsis constanbntheaveragejndependentdf thenumber
of contendingstations.

1. INTRODUCTION

The designof an efficient and scalablemediumaccesson-
trol (MAC) protocolis extremelyimportantfor wirelessnet-
works, wherebandwidthis a preciousand scarceresource.
Existingwork on wirelessmediumaccessontrol protocols
can be classifiedinto two cateyories: ordered-accessand
random-access Ordered-accesprotocols, such as token-
basedandpolling schemesiely onknowledgeof thenetwork
configurationin orderto predeterminghe useof a shared
channel. They are usuallyvery efficient whenthe network
configuratioris static,requiringconstanbverheado resohe
the transmissiororder However, they do not work well in
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mobilenetworksin which stationscanjoin andleave dynam-
ically. For this reasonwe studyrandom-accesschemesn
this paper

Oneof the popularrandom-accesschemesisedin mo-
bile networkstodayis DFWMAC, a CSMA/CA protocolse-
lectedasthe IEEE 802.11draft standard4]. Collisionsin
this protocol are resoled by a binary exponentialbacloff
algorithm, similar to thatusedin Ethernets.Therearetwo
problemsassociatedavith the useof the bacloff algorithm.
First, althoughthe algorithmis fair in thelong term so that
every stationhasequalacces®ntheaveragejt is notfairin
theshorttermbecausé doesnotgive equalaccesso all the
stationscompetingor thechannel Oftentimesa stationthat
hasjust transmittechasa higherchanceto accesgshe chan-
nel againin the nearfuture. This behaior may causearge
variationsn inter-channebccesslelaysanundesirabl@he-
nomenonin systemswishing to provide certain qualify of
servicein accessSecondthe protocoldoesnot operatesffi-
ciently in the presencef hiddenandexposedterminals|8].
Thebacloff countersareupdatedncorrectlyfor stationsin-
volved,anddo notreflectthelocal contentionevel.

Our proposedvirelesswindow protocol(WWP)is alim-
ited contentionprotocolin which the setof contendingmo-
bilesarechoserbasedon a globalcommoncontentionwin-
dow maintainedby every mobile. The contentionwindow
is adjustedbasedon threepossiblechannelstates:no trans-
mission,successandcollision. We assumehatthe channel
stateat the end of eachcontentionslot is broadcasby the
basestationin the downlink. Initially, eachstationgener
atesa randomcontentionparameteibetweenzero and one
basedon a uniform distribution. Eachstationthenderives
a window with the goal of isolating exactly one parameter
in thewindow. Sinceall stationsderive the window bound-
ariesusingidenticalinformationandthe samealgorithm,the
windows at all stationsaresynchronized Dependingon the
stateof contention(collision, idle, successproadcasby the
basestation stationsupdatetheirwindowsin asynchronized
fashion. Eventually only onestationis isolatedin the win-
dow and transmitsthe messagdo the basestation, which
may forwardit to anothemobilein the samecell.

Our protocoladdressethetwo problemsassociatedvith
DFWMAC. Our analyticalandexperimentakesultsdemon-
strateWWP’s channekfficiengy aswell asits long-termand



short-termfairness.Further asa basestationalwaysbroad-
castgeliablechannel-stateformationto mobilesin thesame
cell, falseinterpretation®f channektatesn thehidden-and
exposed-terminadcenariogreavoidedin onecell. Thereare
someimplicationsin two-cell scenarioshatarediscussedn
Section3.

WWP bearscertainsimilarity to binary-treesplitting pro-
tocolsproposedn wireddomainsn its contention-resolution
processAccordingto thetreesplitting protocol,whenacol-
lisioninvolvingn stationshappensthestationsarerandomly
split into two subsetdy flipping a coin. The stationsin the
first subsetretransmitin the next slot, whereaghe second
subsemustwait until all the stationsin thefirst subsehave
succeededIf thefirst transmissiorrule, i.e., whenpaclets
aretransmittedfor the first time, is incorporatedtherearea
few variantsof the basicprotocol. The mostcelebratedne,
theepodh medanism wassuggestethy Gallager[6] andby
Tsybalov andMikhailov [1]. It achievesa maximumstable
throughpuiof 0.4871.

The major differencebetweenWWP and the epochal-
gorithm is that WWP is not a contentionresolutionalgo-
rithm in a strict sense. The objectve of WWP is to fulfill
one successfutransmissionin the leastpossiblenumberof
slots, whereagesolutionalgorithmsresolhe a whole set of
stationghatareinvolvedin acollision beforeacceptinghnen
stations. Intuitively, contention-resolutioralgorithmsmay
achieve higherchannekfficiengy, becausehey utilize infor-
mation obtainedfrom previous contentions.However, new
stationssuffer from longerdelays. Our protocolachieresa
balancéetweerthechannethroughpugndthelag between
thetime whennew stationsjoin andthetime whenthey are
sened.

Therearetwo majoradvantage®f WWP overtheepoch
algorithm.First, WWP doesnot putastringentsynchroniza-
tion requirementon its implementationas the epochalgo-
rithm. In the epochalgorithm,synchronizatiomustbe sup-
portedat leastto the granularityof onetenthof a slotif one
successfutransmissiomequiresfour to five splits of theini-
tial epoch.In WWR, synchronizations only requiredin the
contention-sloboundary Second WWP doesnot adoptthe
Poissonarrival model as assumedy the epochalgorithm.
As is well known, paclet arrivals to the network cannotbe
modeledasa Poissorprocessincepacletsareburstywithin
connectionsandthe major part of the Internettraffic, such
asWeb surfingandftp, is connection-oriented.

The restof the paperis organizedasfollows. Section2
presentSVWP in a one-cellscenario. Section3 describes
modificationsgo WWP in orderto adaptit to cell overlaysin
atwo-cell scenariolt alsodiscussethedifferencedetween
WWP andits Ethernetcounterpart. Section4 presentshe
performancevaluationsof WWP andcomparest to DFW-
MAC in boththeone-cellandthetwo-cellscenariosFinally,
Section5 summarizesur work anddiscusseutureplans.
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2. WINDOW-BASED WIRELESSWINDOW
PROTOCOL FOR ONE CELL

In this sectionwe presenthe designof WWP for a one-cell
case. Section2.1 givesan overview of the protocol. Since
the key aspecbf the protocolis the adjustmenbf windows
basednthechannektateandthe currentchanneload, Sec-
tion 2.2 discusseshe dynamic-programmingprmulationof
window adjustmentsSection2.3 present®WWP with looka-
headtechnique.Finally Section2.4 givesour analyticalre-
sultontheinterchannebccesslelay

2.1. Overview

In this section,we describethe operationof our proposed
window-basedprotocol. The protocolcanbe describedn a

two dimensionakpaceasillustratedin Figurel. Thetime

spaceshaws the progressiorof contentionslots,andthe pa-

rameterspacedefinesstationsthat are eligible to contend.
The operationof the protocolin onecontentionperiodcon-

sistsof thefollowing steps.

1. Parameterinitialization. A stationreadyfor transmis-
sion generates randomcontentionparameterin the
parameterspace. Without loss of generality we as-
sumethattheparameteraregeneratedrom auniform
distributionbetweerD andl. New stationsarriving be-
forethebeginningof acontentiorperiodmustwait un-
til the beginning of the next contentionperiod. Since
stationsregeneratetheir contentionparametersvery
timein thebeginningof a contentionperiod,eachsta-
tion hasan equalchanceof accessinghe channelin
eachperiod. (This is differentfrom ordered-access
schemeghat scheduleaccessesfter generatingthe
contentionparametersnce.)

2. Window estimationbasedon channelload. Eachsta-
tion maintainsa lower bound £ andan upperbound
U in the parametespace. (The boundsidentify sta-
tions that can participatein the contentionprocess.)
Initially, £ = 0 andi/ = 1. In addition,eachstation
computesWV, £ < W < U, basedon an estimated
channeload. As eachreadystationstartswith identi-
cal informationandthe samealgorithm, £, &/ andW
in all stationsaresynchronized.

3. Contentionphase A stationtransmitsa shortcontrol
pacletin theuplink if its contentionparameteis be-
tweenl andW. It keepgquietif its contentiorparam-
eteris betweenV andl{. It dropsoutfrom thecurrent
contentionperiodif its parameters outsidethe range
betweenl andi/.

4. Broadcastof contentioninformation by the basesta-
tion. All the stationswhosecontentionparametersre
in the rangebetweenl andi/ listento the broadcast
by the basestationin the downlink in the secondhalf
of the contentiorslot.

5. Windowrefinemenphase If thebasestationindicates
in its broadcasthatthetransmissiornn thefirst half of
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Figurel: Window adjustmentsn onecontentiorperiod. The stationidentifiersof the contentionparameterareindicatedby

thecirclednumbers.

the slot wassuccessfulthengo to Step6. If the base
stationindicatescollision, thenall mobile stationsup-
datel/ to W. Finally, if the basestationindicatesan
idle channelin its broadcastthenall mobile stations
updatel to W. All stationswhoseparametersarebe-
tweenL andl/ computea new valueof W betweenl
andy/ usingdynamicprogrammingor from alookup
tablecomputedaheadf time). Notethat £, & andW
are synchronizedn all participatingstationswithout
ary additionalbroadcastsisthey receve identicalin-
formationandapplythesamealgorithm.Goto Step3.

6. SuccessThestationthathasjust transmittedsuccess-
fully cancontinugransmissiotio thebasestation.The
messageif directedto anothermobile stationin the
samecell, will be forwardedin the downlink. When
done,the basestationinforms the remainingstations
in the cell, andthe contentionperiodstartsanav. Go
to Stepl.

Figurel illustrateshow windows areadjustedn onecon-
tentionperiod. In the first contentionslot, eachof the four
active stationsgenerates randomcontentionparametein
(£,U], andsetstheinitial window to (£, W]. Stationsl and
2 have contentionparametersn (£, W] and proceedwith
transmissionwhereasStations3 and4 keepquietsincetheir
contentionparametersare out of the window. As the two
stationstransmitsimultaneouslycollision is detectedy the
basestationandis broadcastn the downlink in the second
half of the contentionslot. In ContentionSlot 2, all stations
updatel/ to W to recordthe new upperboundof the param-
eterspaceandreducelV to somecommonvaluein (£,U).
SinceStationsl and2 areoutside(£, W), the basestations
sensest to beidle andbroadcastshe statein its downlink.
In ContentionSlot 3, Stationsl and2 updatethe contention
window to the otherhalf by setting£ to W, andcomputea
nev W € (£,U]. Only Stationl transmitsin this slot, so
successfulransmissioris detected.

2.2. Window Adjustments by Dynamic Programming

Theefficiengy of our proposedvindow protocoldepend®n
the way that W is setin eachcontentionslot. We formu-
latethechoiceof W asadynamicprogrammingpptimization
problem,with anobjective of minimizing the futurenumber
of contentiorslots.
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Letn bethenumberof initial contendingstationsfor the
contentiorperiod.(New arriving stationscanonly join atthe
beginning of a contentionperiod.) Definethe following no-
tations,assuming: < w < b.

N(a,b): Minimum expectechumberof futureslots
to resolhe contentiongiventhata collision
occursin the currentwindow (a, b].
Pyyec(a,w,b,m):  Probabilityof successn the next
slotif window (a,w] is used.
Probabilityof collisionin the next
slotif window (a, w] is used,
Probabilityof channebeingidle in
thenext slotif window (a, w] is
used.

N ﬁa, b) canbe derived recursvely from the following
formula:

P.,i(a,w,b,n):

Hdle (a; w, ba n):

Nla,b] = min {14 0 X Psycc(a,w,b,n)
a<w<b
+N[a’w] X Pcol(a'a w’ban) + N[wab] X Pidle(ayw;b’n) } 1)

Let F(.) to bethecumulatvedistributionfunction(CDF)
of contentionparameters. The unknovn probabilitiesare
computedasfollows.

Peoi(a,w,b,n) =

(1=F(a))" = (1= F(w)™ —n(F(w)=F(a)) 1= F(w)" " 2
(1-F(a))"—(1=F(6))" —n(F(b)—F(a))(1-F(b))" 1

Pigie (aa w, ba n) =

(1= F(w)" = (1= F(b))" —n(F(b) = F(w)) (1= F(5))"~* 3)
A F(a))" —(1-F(5)" —n(F(5)~ F(a))(1-F(b))"—1

Detailson how to arrive at the above equationscan be
foundelsavhere[2, 7]. It followsthatoncethe channektate
andcontention-paramet&DFsareknown, anoptimal win-
dow canbecalculatedlt canbeshown thatthe CDF of con-
tentionparametersasilittle effect on the protocol’s perfor
manceprovidedthatcontentiorparameterarerealnumbers
andthe probability of two contentionparameterfiaving the
samevalueis zero.Hence withoutlossof generalitywe as-
sumethatcontentionparameterareuniformly distributedin
(0,1) in the restof the paper (Whenstationsgeneratehe
samecontentionparametersye assumehatthe stationsre-
generateanothersetof parametersvhenthe window sizeis
smallerthana prescribedhreshold.)

To allow WWP to work efficiently andto computethe
optimal W, we needto know n, the numberof contending
stations. Sincen is difficult to find exactly, we compute
a maximumlikelihood estimateof n basedon the window



boundsthat have isolatedthe smallestcontentionparameter
belongingto thewinning stationin thelastcontentiorperiod.
Theformulascanbefoundin [2, 7].

2.3. Lookahead WWP

When the uplink and downlink in WWP are implemented
by differentchannelsthenthe baseandthe mobile stations
cantransmitsimultaneouslysingdifferentfrequeng bands.
Sincethe resultof contentionin oneslot will not be broad-
castby the basestationuntil the next slot, lookaheadVWP
exploits the idle slot in betweenand initiates a new con-
tentionusingan estimatedvindow, without waiting for the
contentioninformationof the currentslotto be available.

Intuitively, the lookaheadechniquereduceghe number
of contentionslots by making use of the time waiting for
broadcasfrom the basestation. Eachmobile stationdoes
not wait for the resultof contentionof the previous slot to
be available beforesettingthe next window. Instead,each
mobile stationsetsthe next window basedon an estimated
channektateandproceedsmmediately The bestcasehap-
penswhenevery estimationis correct;in this case pnly half
of the slots neededby the original WWP are suficient to
resole collision. The worst casehappensvhenevery esti-
mationis wrong: the samenumberof contentionslots are
neededsin the original WWP. Performancémprovements
dueto lookaheadareshown in Sectiord.

2.4. Analysisof Inter-Channel Access Delays

Ourexperimentaltesultsn Sectiord show thatour proposed
window protocol performsvery well, with aninter-channel
accesdlelaythat is geometricallydistributed (or exponen-
tially distributedwhenthe numberof stationsis large). In

this section,we presentheoreticaljustificationsof this be-

havior.

Theorem 1. Assumethe following conditions. (a) There
are N contendingstations.(b) S, the numberof slotsto re-

solve contentionsn acontentiorperiod,is geometricallydis-

tributedwith densityP(S = s) = (1 —p)* p,s =1,2,...

(c) Stationsgeneratetheir contentionparametersandomly
so that eachstationhasprobability 1 of beingthe station
with thesmallestontentiorparameten acontentiorperiod
(therebywinningthe contentiorusingthewindow protocol).
ThenX, thenumberof contentiorslotselapsedetweertwo

consecutie successfulccessesf the channelby the same
station,is geometricallydistributedwith density

9-(1-2)

Proof. Let X bemadeup of R contentiorperiodswherethe
+'th contentionperiod,1 < i < R, requiresS; contention
slots. Therefore, X = Zf’:l S;. SinceSy,...,Sg, R are
independentandS;, . . ., Sg arenonngativeintegerswith a
commondensity the probabilitygeneratingunctionof X is
givenby

z—1 p

N

P(X 1—% £=1,23,... (4)

By (1) = p(®s, (1)) —1<i<1 (5)
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Figure2: Impactof mobilestationsn anoverlappedarea.
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Figure3: Distribution of numberof contentionslotsversus
numberof contendingstationsin eachcontentionperiodin
onecell underheavy load.

wheredx (t) = > > | P(X = z)t°. It is easyto show that
Bs(t) = 1=y andthatdp(t) = 75y, Substi-
tuting thesetermsinto (5) andsimplifying the equationwe

have

tp/N

O =T 50—

(6)
whichis exactly the probabilitygeneratingunctionof (4). m

3. WIRELESSWINDOW PROTOCOL FOR
MULTIPLE CELLS

As is discussedn Sectionl, a stationin anoverlappedarea
betweertwo (or more)cellsmaynotbeableto recevebroad-
castinformationreliably fromits assignedbasestation(since
basestationsusethe samefrequeng in their downlinks). As

aresult,it will notbeableto updatets window boundswvhen
contentioninformationbroadcasby the basestationis lost.

Similarly, abasestationmayreceve incorrectcontentionn-

formationwhena mobile stationin an overlappedarea,but

belongingo anothercell, contendgo usetheuplink. To cope
with theseproblemsthebasicWWP needgo be modified.

3.1. Methodsto Resolve Collisionsin Overlap Areas

To illustratethe problems considerthe scenaridn Figure2.
Cells1 and2 areadjacento eachother Stationsl and2 are
in Cell 1 initially andmigrateinto the overlappedarea,and



Stations3 and4 arein the coverageof Cell 2. Supposdour
stationsbegin a contentiorperiodsimultaneouslysingcon-
tentionparametershowvn in parenthesem the figure. As-
sumethat the window of stationsin Cell 1 is (0,0.2], and
thatin Cell 2 is (0, 0.3]. (Thewindows canbe differentdue
to differentload estimationsn thetwo cells.) SinceStations
1 and2 have parametersnside the window of Cell 1, they
transmit. Stations3 and4 refrainfrom transmissiorastheir
parametersre out of the window of Cell 2. However, the
basestationin Cell 2 hearscollision in the uplink because
of the transmissiorby Stationsl and2. Sinceit cannottell
whetherthe collision is causeddy stationsin its own cell or
by stationsonthe boundaryof anadjacentell, it broadcasts
the collision state,causingStations3 and4 to reducetheir
windows furtherin subsequenintervals andnever gettinga
chanceo transmit.

We have studiedtwo mechanismgo addresghis prob-
lem. The first mechanismusesa relaxedupper boundso
thati/ is notreducedo W aftercollisionis detectedn win-
dow (£, W]. Thebasicideais that, if the collision informa-
tion broadcasby a basestationis incorrectdueto interfer
encefrom stationsin adjacencells,thenreducingthe upper
boundto W is incorrect,andthe boundswill needto be set
to (W, U] in the future. Simulationsshaw thatrelaxingthe
upperboundmay still resultin stationsbeingexcludedfrom
transmissiorwhenincorrectcollision informationis broad-
castrepeatedi\py the basestation.

Thesecondnechanisnwe have studiedis boundedccon-
tention It requiresa basestationto keeptrack of the num-
ber of contentionslotselapsedn the currentcontentionpe-
riod. If thisnumberexceedsathresholdthenthebasestation
assumeshatinterferencehascausedncorrectwindow up-
datesandterminateghecurrentcontentiorperiodby broad-
castinga successnessagén its downlink. Sincethechance
for the sameinterferencen successie contentionperiodsis
very small, the schemewill eventuallyresole contentions
in the useof the channel.We shaw the performanceof this
schemen Sectior4.

3.2. Discussions

Therearetwo differencebetweenVWP andthecorrespond-
ing window protocoldevelopedfor wire-basedethernetg2].
First,theinformationbroadcashy abasestationin thedown-
link in onecell maybe corruptedby broadcastby basesta-
tionsin adjacentells, preventingstationsn theoverlaparea
of two cellsto updatetheir windows correctly We have dis-
cussednodificationsto WWP to copewith this situationin
Section3.1. Secondstationson Ethernetscanlisten while
transmittingandcanstoptransmissiorimmediatelyafterde-
tecting collisions. Hence,contentionand collision detec-
tion canbe carriedout concurrently In contrastjn wireless
LANSs, mobile stationsrely on the basestationto broadcast
the stateof contentionin thesecondhalf of acontentiorslot.
As aresult,theuplink anddownlink areidle half of thetime.
We utilized the idle time by looking aheadand testingthe
contentionstateusing a differentwindow, without waiting

for thecontentiorstateof thecurrentwindow to beavailable. 17
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Figure4: Distributionsof interchannelaccesslelaysfor a
populationof 20 stations. Only the distributions of one of
the stationsare plotted. The distributions of the remaining
stationsaresimilar.

4. PERFORMANCE EVALUATION

We have carriedout simulationsto evaluateWWP'’s perfor
manceand compareit to the DCF part of DFWMAC, the
draft IEEE 802.11 standard. We have written our simula-
tor in CSIM [5], a discreteevent process-orientedimula-
tion library. We evaluatethe performancainderheavy load,
namely every stationalways hasa messageeadyto send.
Performances evaluatedby the numberof contentionslots
toresohetheuseof thechannebndtheinter-channelccess
delayby the samestation! The simulationswere run until
the0.95confidencenterval is reachedor eachstation.
Figure 3 shaws the distribution of the numberof con-
tentionslotsrequiredby WWP in eachcontentionperiodin
theone-cellcase.Thedistributionis independendf thenum-
berof contendingstationsyesultingin anaverageof around
2.4 contentionslots. Althoughthis load-independertiehar-
ior is commonin other schemed3], WWP is a random-
accesschemehatallows new stationgo join atany time (as
opposedo ordered-accesschemeghat requirenew arriv-
ing stationgo wait for all existing stationgo transmitbefore
joining). It alsohasmuchbetterdelaydistributionin succes-
sive accesse® thechanneby the samestationascompared
to otherrandom-accesschemesThis is discussechext.
Figure4ashows the delaydistribution of successie ac-
cessof the channelby the samestationin a populationof
20 stations. DFWMAC hasvery skewed inter-channelac-

1The durationof a contentionslot dependson the transmissiorspeed,

7 thelengthof a paclet, andthemechanisnio detectcollision.
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cessdelays: over 85% of the accessesanbe madewithin
afew contentionslots,while 5% of the accessesequireex-
ceedinglylong delays. This is obviously undesirableasfar
asfair allocationis concernedMoreover, suchbehaior may
malkeit difficult for higherlevel protocolsto maintaincertain
quality-of-service(QoS) requirementdor applications. In
contrasttheinterchannelaccesslelay of WWP is geomet-
rically distributedwith an averageof 48.2 contentionslots.
This correspondsloselyto theanalyticaldistribution shavn
in Theoreml with p = 5= andN' = 20. Theadwantageof
thegeometridistribution is thatit is memorylessevery sta-
tion hasthe samechanceo accesthe channeljndependent
of thestationthatjustaccessethechannebuccessfullyThis
is bettethanDFWMAC thatgivespreferenceo stationghat
justaccessethechannekuccessfully

Figure4b shows the inter-channelaccess-delaglistribu-
tion underheavy loadusingthelookaheadnethoddescribed
in Section2. It shavs thatlookaheadtanreducecontention
delayshy 23%.

Finally, we evaluatetheperformancef theboundedton-
tentionalgorithmintroducedin Section3 to handlestations
in the overlappedareasof multiple cells. We carriedout our
experimentsusing the two-cell configurationin Figure 5a.
We assumehateachcell has10 mobiles,numberedtonsec-
utively 1,2,...,10 in Cell 1 and11,12,...,20 in Cell 2.
Mobiles1 and2 arein the overlappedareaof thetwo cells.

Figure 5b plots the inter-channelaccess-delaglistribu-
tion for eachstationin thetwo cellsusingWwWPwith bounded
contention.Stations3 through10 in Cell 1 have similar de-
lay distributions, whereasStations11 through20 in Cell 2
have similar delaydistributions. The averagedelaysandde-
lay deviationsareslightly largerfor stationsin Cell 2 dueto
interferencefrom Stations1 and2 in Cell 1. The average
delaysof Stationsl and?2 arelargerthanthoseof the other

stationsin Cell 1 becausdhesestationsarein the rangeof 17
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bothbases.
The skewed accessatternof DFWMAC still existsin
themulti-cell scenaricandis hotshavn againin this section.
Our resultsshawv that, evenin the presenceof stations
in the overlappedareasof multiple cells, the inter-channel
accesslelayof WWP is geometricallydistributedandis very
closeto thatof stationsin asingle-cellscenario.

5. CONCLUSIONSAND FUTURE WORK

In this paperwe have describedhedesignandperformance
evaluationof WWP in the one-cellandmultiple-cellscenar
ios. WWP is designedo addresghe problemspersistentn
wirelessrandom-accessiethods,i.e., poor short-termfair-
nessandthehidden-andexposed-termingbroblem.Ouran-
alytical and experimentalresultshave confirmedthat WWP
is anefficient,scalableandfair protocolascomparedo DFW-
MAC.

Our future work involvesbuilding a prototypeof WWP
in which stationscommunicatewith wirelessmodemsthat
candetecthreepossiblestatef achannel:notransmission,
successandcollision. The effectsof WWP on higherlevel
protocolsneedto be studiedaswell.
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