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Abstract — Conventional design of systolic arrays is based on the mapping of an algorithm onto an interconnection of processing elements in a VLSI chip. This mapping is done in an ad hoc manner, and the resulting configuration usually represents a feasible but suboptimal design. In this paper, systolic arrays are characterized by three classes of parameters: the velocities of data flows, the spatial distributions of data, and the periods of computation. By relating these parameters in constraint equations that govern the correctness of the design, the design is formulated into an optimization problem. The size of the search space is a polynomial of the problem size, and a methodology to systematically search and reduce this space and to obtain the optimal design is proposed. Some examples of applying the method, including matrix multiplication, finite impulse response filtering, deconvolution, and triangular-matrix inversion, are given.
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I. INTRODUCTION

THE evolution in very large scale integration (VLSI) technology has had a great impact on computer architecture. Specialized algorithms can be implemented on a VLSI chip using multiple, regularly connected processing elements (PE's) to exploit the great potential of pipelining and multiprocessing. This type of array processor has been referred to as a systolic array [11]. One of the many advantages of this approach is that each input data item can be used a number of times once it is accessed, and thus, a high computation throughput can be achieved with only modest bandwidth. Other advantages include modular expandability, simple and regular data and control flows, and use of simple and uniform cells.

Systolic arrays have been classified into (semi-) systolic arrays with global data communications and (pure) systolic arrays without global data communications [11]. In semi-systolic arrays, a data item accessed from memory is broadcast to and used by a number of possibly nonidentical cells concurrently. Although this approach is potentially faster than systolic arrays without data broadcast, providing (or collecting) a data item to (or from) all the cells in each cycle requires the use of a global bus that may eventually slow down the processing speed as the number of cells increases. On the other hand, a pure systolic array eliminates the use of broadcast buses and implements the algorithm in pipelines extending in different directions. Several data items flowing along different pipes with the same or different rates may meet and interact. The PE's operate synchronously, that is, each data item must stay in a PE for one and only one clock cycle, and all the necessary operands to be processed by a PE in each computational step must arrive at this PE simultaneously. This mode of pipelining is referred to as systolic processing.

In general, systolic arrays are somewhat inflexible to implement because they must be algorithmically specialized. Studies have been made to design reconfigurable interconnections for the pure systolic array approach in order to provide the flexibility needed while retaining the benefits of uniformity and locality [17]. Another approach is based on the mapping of different algorithms onto a fixed computer architecture. This is exemplified in the mapping of algorithms onto wavefront array processors [12] and linear array of processors [16]. Special controls are included in order to tailor the algorithms to the architectures.

The efficient mapping of algorithms onto architectures is very important in a direct implementation, and also essential as a benchmark for comparison when algorithms are mapped onto a fixed architecture. Previously, the mapping of algorithms has been done in a rather ad hoc fashion. The proposed designs usually represent feasible but suboptimal solutions. Previous studies can be classified into four categories. In the first type, transformations are performed at the algorithm-representation level, and a direct mapping is made from this level to the architecture [8], [18], [26]. In the second type, transformations are performed at the algorithm-model level, and there are procedures for deriving the model from the algorithm representation and for mapping the model into hardware [1], [2], [4], [15], [16], [21]—[25], [28]—[30]. In the third type, transformations are performed on a previously designed architecture to obtain a new architecture [27]. In the last type, transformations are performed to map the systolic architecture into the function implemented and to prove the correctness of the design [19]. A critical review of the methodologies can be found in [20].

For the above methods, very little can be said about the optimality of the resulting design. Most of the transformational methods are heuristic in nature. Although minimum execution-time algorithms can be systematically derived and heuristics for optimizing space are studied [4], no formal method for optimally mapping the transformed algorithms onto systolic architectures is proposed.

The objective of this paper is to provide a systematic methodology for the design of optimal pure planar systolic arrays for algorithms that are representable as linear recurrence processes. Planar systolic arrays are those in which the interconnections can be laid out in a plane without crossing each other. Linear recurrence processes (to be defined later) with one- or two-dimensional inputs are suitable for imple-
mentation on these systolic arrays, and inputs with a larger number of dimensions have to be partitioned first. The merit of a design is measured by the completion time \( T \) or the product of the VLSI chip area and the completion time \( A \times T \) or the product of the VLSI chip area and the square of the completion time \( A \times T^2 \). However, area is a complex function of the number of PE's, the number of buffers, the interconnection pattern, and the available technology, and has to be assessed for each configuration separately. The discussion on area measurement is outside the scope of this paper, and the number of PE's is used as an indicator for the area required.

Systolic designs are characterized by three classes of parameters: velocities of data flows, spatial distributions of data, and periods of computation. The relationships among these parameters are represented as constraint equations, and the completion time and hardware complexity of a design can be expressed in terms of these parameters (Section III). A systematic methodology to solve the design problem as an optimization problem is discussed in Section IV. Examples illustrating the method are shown in Section V.

II. CHARACTERISTICS OF RECURRENCE PROCESSES

In this section, the characteristics of recurrence processes and their relationships to systolic processing are discussed. The following are examples of linear recurrences.

1) Finite Impulse Response (FIR) Filtering: FIR filtering, an important technique in signal processing [3, 5, 10], can be considered as a matrix–vector multiplication

\[
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_n
\end{bmatrix} =
\begin{bmatrix}
  a_1 & \cdots & a_m & 0 \\
  a_1 & \cdots & a_m & \vdots \\
  \vdots & \cdots & \vdots & \vdots \\
  0 & \cdots & a_m & a_1
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{bmatrix}
\]

where the matrix is an upper-triangular Toeplitz band matrix. \( y_i, 1 \leq i \leq n \), is a summation of product terms, the \( k \)th term of which is denoted as \( y_i^k \). The operation can be written as a recurrence equation

\[
y_i^0 = 0, \quad 1 \leq i \leq n
\]

\[
y_i^k = y_{i-k}^1 + a_{k}x_{i-k} \
\]

\[1 \leq i \leq n, 1 \leq k \leq m, x_j = 0 \quad \text{for} \ j > n.
\]

(2.2)

2) Two-Dimensional Matrix Multiplication [5, 7, 9, 11]: Each term in the multiplication of two two-dimensional matrices, \( C = A \times B \), is a summation of product terms. The \( k \)th term of \( c_{i,j} \) can be computed as

\[
c_{i,j}^0 = 0 \quad 1 \leq i, j \leq n
\]

\[
c_{i,j}^k = c_{i,j}^{k-1} + a_{i,k}b_{j,k} \quad 1 \leq i, j, k \leq n.
\]

(2.3)

3) Discrete Fourier Transform (DFT): DFT is usually regarded as a matrix–vector multiplication, \( Y = \Omega X \), in which \( \Omega \) contains power terms of \( \omega = e^{2\pi i/n} \), the \( n \)th root of unity. Each term of \( Y \) can be expressed as a summation of product terms:

\[
y_i = \sum_{k=0}^{n-1} x_k \omega^{ik}, 0 \leq i \leq n - 1.
\]

This form of representation requires additions, multiplications, and power operations. Rewriting it in a different way, the \( k \)th term of \( y_i \) is

\[
y_i^k = \begin{cases} 0 & 0 \leq i \leq n - 1 \\ y_i^{k-1} \omega^k + x_{n-k} & 1 \leq k \leq n, 0 \leq i \leq n - 1. \end{cases}
\]

(2.4)

This representation requires multiplications and additions only.

4) Polynomial Multiplication: The multiplication of two polynomials \( (\sum_{i=0}^{n-1} a_i x^i)(\sum_{i=0}^{m-1} b_i x^i) = \sum_{i=0}^{2n-2} c_i x^i \) can be reduced to finding the coefficients of the resulting polynomial. The \( k \)th term of \( c_i \) is expressed as

\[
c_i^0 = 0
\]

\[
c_i^k = c_i^{k-1} + a_{k}b_{i-k+1} \quad 0 \leq i \leq 2n - 2,
\]

\[1 \leq k \leq n, b_j = 0 \quad \text{for} \ j < 0 \text{ or } j > n.
\]

(2.5)

5) Deconvolution: This is the inverse of FIR filtering [see (2.1)] that solves for vector \( X \) given vector \( Y \) and the Toeplitz matrix. By equating the product on the left-hand side with vector \( Y \) on the right-hand side, \( a_i x_i = y_i - \sum_{k=1}^{i+1} a_{m-k+1}x_{i-k} \), \( 1 \leq i \leq n \). This can be expressed as a recurrence with a temporary variable \( z_i \)

\[
z_i^0 = y_i, \quad 1 \leq i \leq n
\]

\[
z_i^j = z_{i-j}^{j-1} - a_{m-k+1}x_{i-m-k} \quad 1 \leq k \leq m - 1, 1 \leq i \leq n, x_j = 0 \quad \text{for} \ j > n
\]

(2.6)

6) Triangular Matrix Inversion: Given an upper-triangular matrix \( U \), such that \( u_{i,j} = 0, i > j, V = U^{-1} \) (the inverse of \( U \)) can be expressed as a recurrence by using a temporary variable \( w_{i,j} \)

\[
w_{i,j}^{+1} = 0 \quad 1 \leq i < j \leq n
\]

\[
w_{i,j}^k = w_{i,j}^{k-1} - u_{i,k}w_{k,j} \quad 1 \leq i < k \leq j \leq n
\]

\[
u_{i,j} = \frac{w_{i,j}^k}{u_{i,i}} \quad 1 \leq i < j \leq n
\]

\[
u_{i,j} = \frac{1}{u_{i,i}} \quad 1 \leq i \leq n.
\]

(2.7)

7) Two-Dimensional Tuple Comparison: Given two two-dimensional matrices \( A \) and \( B \), the operation of finding whether the \( i \)th row of \( A \) is identical to the \( j \)th row of \( B \) can be expressed as a recurrence \[9\]

\[
c_{i,j}^0 = \text{TRUE} \quad 1 \leq i, j \leq n
\]

\[
c_{i,j}^k = c_{i,j}^{k-1} \land (a_{i,k} = b_{j,k}) \quad 1 \leq i, j, k \leq n.
\]

(2.8)

Equations (2.2) and (2.4)–(2.6) above are one-dimensional.
recurrences, while others represent two-dimensional recurrences.

In general, linear recurrences for the computation of a two-dimensional result \( Z \) from two two-dimensional inputs \( X \) and \( Y \) can be expressed as

\[
z_{i,j} = f(z_{i+\delta,j}^{*}, x(i,k), y(k,j)) \quad \delta = 1 \text{ or } -1
\]  
(2.9)

where \( f \) is a function to be executed by a PE, and \( k \) is a positive integer bounded by a linear function of \( i, j \), and the problem size. The size of a problem is characterized by a finite set of integers. For example, the size of the FIR-filtering problem [see (2.2)] is characterized by \((n, m)\). \( z_{i,j}^{*} \) is the intermediate result of the last step of iterative computation at position \((i, j)\). \( x(i,k) \) and \( y(k,j) \) are linear functions in linear recurrences to define the indexes of \( X \) and \( Y \) in the \( k \)th step of iteration. In the following discussion, the coefficients of \( i, j \), and \( k \) in \( x(i,k) \) and \( y(k,j) \) are 1 or -1. This assumption will be extended in Section V so that the coefficients can be any integer. \( \delta \) is defined within a recurrence to indicate the order of evaluation. When \( \delta = -1 \), the recurrence is called a forward recurrence, and \( z^t \) is defined in terms of \( z^{t+1} \). When \( \delta = 1 \), the recurrence is termed a backward recurrence, and \( z^t \) is defined in terms of \( z^{t-1} \). The triangular matrix inversion recurrence defined above is a forward recurrence, while others are backward recurrences.

There are four ways of representing a recurrence process when the operations performed in computing \( z_{i,j} \) are commutative: forward recurrence, backward recurrence, and the corresponding recurrences in which the evaluation order of terms are reversed. As an example, the following three recurrences are equivalent ways of representing matrix multiplication in addition to (2.3):

\[
c_{i,j}^0 = 0; \quad c_{i,j}^t = c_{i,j}^t + a_{i,k} b_{k,j} \quad k = 1, \ldots, n
\]  
(2.10)

\[
c_{i,j}^{t+1} = 0; \quad c_{i,j}^{t+1} = c_{i,j}^{t+1} + a_{i,k} b_{k,j} \quad k = n, \ldots, 1
\]  
(2.11)

\[
c_{i,j}^{t+1} = 0; \quad c_{i,j}^{t+1} = c_{i,j}^{t+1} + a_{i,k} b_{k,j} \quad k = n, \ldots, 1
\]  
(2.12)

These four formulations represent only two unique ways of computing \( c_{i,j} \). Equations (2.10) and (2.11) are equivalent as far as the evaluation order of terms is concerned. The same can be said about (2.3) and (2.12). In designing systolic algorithms, only the evaluation order is important, and it is insignificant whether a recurrence is written in the forward or backward form. In this paper, it is assumed that the two alternate ways of solving the same problem are expressed as backward recurrences. Since the complexities of the resulting design may depend on the order of evaluation, the two alternative recurrences must be studied.

The key to systolic processing is that the appropriate data must be in the appropriate place at the time they have to be processed. That is, both timing and data distributions are very important, and the relationship between them must be identified. The coupling between time and space is provided by index \( k \) in the general recurrence formula. The superscript \( k \) is concerned with time, that is, the number of steps of iterative operation, whereas the subscript \( k \) is concerned with data distribution. For example, in matrix multiplication, \( c_{i,j} \) can be computed provided that \( c_{i,j}^{t+1} \), \( a_{i,k} \), and \( b_{k,j} \) arrive at the same PE simultaneously. In other words, the \( k \)th step of computing \( c_{i,j} \) requires the intermediate result of the \((k - 1)\)st step of computing \( c_{i,j} \), an entry in row \( i \) and column \( k \) of matrix \( A \), and an entry in row \( k \) and column \( j \) of matrix \( B \).

III. PARAMETERS FOR DESIGNING SYSTOLIC ARRAYS

In this section, a set of parameters characterizing the behavior and the correctness of systolic arrays are defined [13]. These parameters are illustrated with respect to the matrix-multiplication problem that can be represented in a backward recurrence \( c_{i,j} = f(c_{i,j}^{t+1}, a_{i,k}, b_{k,j}) \) [see (2.3)]. A possible systolic design is depicted in Fig. 1. The data flows of the three rhomboidal data blocks are in three directions: \( A \) moves towards the north, \( B \) moves towards \(-120\)° north, and \( C \) moves towards \(-60\)° north. During a clock cycle, each PE receives three data items from three different pipes and executes a multiply–add operation. These data items advance into neighboring PE's along their own pipes synchronously in the next clock cycle. This design is for illustration and requires the minimal completion time but not the minimal number of PE's. If hardware or \#PE \times T or \#PE \times T^2 is to be optimized, one of the matrices has to be stationary; however, the concept of vector composition of zero vectors cannot be depicted clearly.

A systolic array consists of a mesh of interconnected PE's. The distance between two directly connected neighboring PE's is defined to be unity. If buffers exist between two adjacent PE's, they are equally spaced along the link. A clock cycle is a unit of time during which one iterative operation is computed in a PE and data advance into neighboring PE's or buffers, or a datum advances from one buffer into the next stage.

The ways that data are fed into a systolic array are related and can be characterized by three parameters: velocity, space, and time. If these parameters are known, the systolic array can be completely determined. The first two parameters defined below are vectors; the third parameter is a scalar.

Parameter 1—Velocity of Data Flow: The velocity of a datum \( x \) is defined as the directional distance passed by \( x \) during a clock cycle and is denoted as \( \bar{x} \). Since the distance between adjacent PE's is unity, and buffers, if they exist, are equally spaced between PE's, the magnitude of \( \bar{x} \) must be a rational number of the form \( i/j \) where \( i \) and \( j \) are integers and \( i \leq j \). This means that in \( j \) clock cycles, \( x \) has propagated through \( i \) PE's and \( j - i \) buffers. If \( i = 1 \), then there are \( j - 1 \) buffers between two neighboring PE's in the pipelining direction of \( x \). Otherwise, there are \( j - i \) buffers between \( i + 1 \) PE's, and their positions have to be determined from the recurrence process. The locations of these buffers for one of the input directions can be chosen randomly, and these determine uniquely the locations of buffers for the other input and output directions.

1 All vectors in this paper are indicated by symbols in bold letters with an arrow on top (e.g., \( \bar{x} \)). The magnitude (absolute value) of a vector is enclosed in vertical bars. A negative value indicates that the direction of the vector is reversed.
Parameter 2—Data Distribution: For a two-dimensional array \( X \) used as input or output of a systolic array, the elements along a row or a column are arranged in a straight line and are equally spaced as they pass through the systolic array, and the relative positions of the elements are iteration independent. Other forms of data distributions are not considered in this paper. Suppose the row and column indexes of \( X \) are \( i \) and \( j \), respectively. The row displacement of \( X \) is defined as the directional distance between \( x_{i,j} \) and \( x_{i+1,j} \) as \( X \) passes through the systolic array and is denoted by \( \Delta_i \). Similarly, the column displacement of \( X \) (\( \Delta_j \)) is defined as the directional distance between \( x_{i,j} \) and \( x_{i,j+1} \). If \( X \) is a one-dimensional array, the index in accessing \( X \) is implicit, and the item displacement of \( X \) is defined as the directional distance between \( x_i \) and \( x_{i+1} \). Since data are equally spaced along rows and columns, the row and column displacements are independent of the values of \( i \) and \( j \). Note that the direction of data distribution is defined along a subscript-increasing direction, and the magnitudes of all data-distribution vectors are nonzero rational numbers due to pipelining.

Referring to Fig. 1, array \( A \) is referenced through indexes \( i \) and \( k \) in the recurrence formula; hence, the data distribution vectors are defined by \( \Delta_i \) and \( \Delta_k \).

Parameter 3—Period: Suppose the time at which a computation is performed is defined by the function \( \tau \), and the time at which an input is accessed for a particular computation is \( \tau \). The periods of \( i \) and \( j \) for two-dimensional outputs are defined as

\[
\begin{align*}
t_i &= \tau(x_{i+1,j}) - \tau(x_{i,j}) \quad (3.1) \\
t_j &= \tau(x_{i,j+1}) - \tau(x_{i,j}) \quad (3.2)
\end{align*}
\]

In computing \( z_{i,j}^k = f(z_{i,j}^{k+1}, x(i,k), y(k,j)) \), it is assumed that the recurrence is expressed in a backward form or has been converted into a backward form, and hence, \( z_{i,j}^{k+1} = f(z_{i,j}^k, x(i,k+1), y(k+1,j)) \) is evaluated after \( z_{i,j}^k \). Define the period of iterative computation for two-dimensional outputs as

\[
t_k = \tau(x_{i,j}^{k+1}) - \tau(x_{i,j}^k) \quad (3.3)
\]

Note that \( t_k \) is always positive. In computing \( z_{i,j} \), items \( x_{i,k} \) and \( x_{i,k+1} \) are accessed sequentially, and so are \( y_{k,j} \) and \( y_{k+1,j} \). Define the periods of \( X \) and \( Y \) with respect to \( k \) in the computation of \( z_{i,j} \) as the time between accessing successive elements of \( X \) and \( Y \). Formally,

\[
\begin{align*}
t_{x_k} &= \tau(x_{i,k+1}) - \tau(x_{i,k}) \quad (3.4) \\
t_{y_k} &= \tau(y_{k+1,j}) - \tau(y_{k,j}) \quad (3.5)
\end{align*}
\]

\( t_{x_k} \) and \( t_{y_k} \) may be negative depending on the order of access defined in the subscript-access functions \( x(i,k) \) and \( y(k,j) \). Since data needed in the computation of \( z_{i,j}^{k+1} \) after the computation of \( z_{i,j}^k \) must be assembled in time \( t_k \), it is true that

\[
t_k = |t_{x_k}| = |t_{y_k}| \quad (3.6)
\]

As an example, the systolic array in Fig. 1 is implemented with \( t_{x_k} = t_{y_k} = 1 \) because \( a_{i,k+1} \) is accessed one cycle before \( a_{i+1,k} \), and so are \( b_{i,j} \) and \( b_{i+1,j} \). It is also seen that \( t_i = t_j = 1 \). As another example, elements of vector \( A \) are accessed in increasing order of indexes in the recurrence for polynomial multiplication [see (2.5)]. The period \( t_{x_k} \) is, therefore, positive. On the other hand, vector \( B \) is accessed in decreasing order of indexes, and hence, \( t_{y_k} \) is negative.

It is important to note that the computations in a systolic array are periodic, and hence, all the periods are independent.
of i, j, and k. Furthermore, periods represent time intervals between computations, and their absolute values must be rational numbers greater than or equal to 1 because directly connected PE's are separated at unit distances, and computations can only be performed in PE's. When absolute values of periods are less than 1, there must be a bus that can broadcast data, and this is outside the scope of our present discussion.

There is a total of 13 parameters for two-dimensional linear recurrences, of which three are for the velocities of data flow, \( \vec{x}_u, \vec{y}_u, \vec{z}_u \), six are for data distributions, \( x_u, x_p, y_u, y_p, z_u, z_p \), and four are for the periods, \( t_u, t_p, t_{i,j}, t_{i,j} \). For one-dimensional problems, only nine parameters \( \vec{x}_u, \vec{y}_u, \vec{z}_u, \vec{y}_u, \vec{z}_u, t_u, t_p, t_{i,j} \) and \( t_{i,j} \) exist. These parameters can be used in constraint equations to govern the correctness of the design and in performance measures to define the number of PE's needed and the completion time. The following theorem states the relationships among these parameters.

**Theorem 1 (Theorem of Systolic Processing):** Suppose a two-dimensional recurrence computation \( z_{i,j} = f(z_{i-1,j}, z_{i,j-1}, x(i, k), y(k, j)) \) is implemented in a systolic array, then the velocities, data distributions, and periods must satisfy the following vector equations:

\[
\begin{align*}
\mathbf{t}_u \vec{x}_u + \vec{x}_u &= \mathbf{t}_p \vec{x}_p \\
\mathbf{t}_u \vec{y}_u + \vec{y}_u &= \mathbf{t}_p \vec{y}_p \\
\mathbf{t}_u \vec{z}_u &= \mathbf{t}_p \vec{z}_p \\
\mathbf{t}_u \vec{y}_u + \vec{y}_u &= \mathbf{t}_p \vec{y}_p \\
\mathbf{t}_u \vec{z}_u + \vec{z}_u &= \mathbf{t}_p \vec{z}_p \\
\mathbf{t}_u \vec{y}_u + \vec{y}_u &= \mathbf{t}_p \vec{y}_p \\
\mathbf{t}_u \vec{z}_u + \vec{z}_u &= \mathbf{t}_p \vec{z}_p \\
\mathbf{t}_u \vec{x}_u + \vec{x}_u &= \mathbf{t}_p \vec{x}_p \\
\end{align*}
\]

(data movement for \( X \) and \( Z \) between computing \( z_{i-1,j} \) and \( z_{i,j} \))

(data movement for \( Y \) and \( Z \) between computing \( z_{i-1,j} \) and \( z_{i,j} \))

(data movement for \( X \) and \( Y \) between computing \( z_{i,j} \) and \( z_{i,j-1} \))

(data movement for \( Y \) and \( Z \) between computing \( z_{i,j} \) and \( z_{i,j+1} \))

(data movement for \( X \) and \( Y \) between computing \( z_{i,j} \) and \( z_{i,j+1} \))

(data movement for \( X \) and \( Z \) between computing \( z_{i,j} \) and \( z_{i,j+1} \))

For one-dimensional problems, only (3.7)-(3.10) are necessary.

**Proof:** Without loss of generality, orthogonally connected PE's with diagonal connections are used in our proof. It is also assumed that \( t_u = t_p = t_{i,j} = 0 \). In Fig. 2, A, B, C, D represent four PE's that do not have to be directly connected. While PE C is computing \( z_{i,j} = f(z_{i-1,j}, x(i, k), y(k, j)) \), \( x_{u,k+1} \) is in PE B, and \( y_{u,k+1} \) is in PE D [Fig. 2(a)]. Since \( t_u = t_p > 0 \), \( \mathbf{C} \) represents \( \vec{x}_u \), and \( \mathbf{C} \) represents \( \vec{y}_u \). According to the characteristics of systolic processing, the operands needed in the next iteration must arrive at the same PE simultaneously after \( t_u \) units of time. Hence, \( z_{i+1,j} \) and \( x_{u,k+1} \), and \( y_{u,k+1} \) arrive at PE A simultaneously that computes \( z_{i+1,j} = f(z_{i,j}, x(i, k+1), y(k+1, j)) \) [Fig. 2(b)]. We have \( \mathbf{C} \mathbf{A} = \mathbf{t}_u \vec{x}_u, \mathbf{B} \mathbf{A} = \mathbf{t}_u \vec{x}_p, \mathbf{D} \mathbf{A} = \mathbf{t}_u \vec{y}_u \). From the principle of vector composition, \( \mathbf{C} + \mathbf{B} = \mathbf{C} \) and \( \mathbf{D} + \mathbf{C} = \mathbf{D} \), so (3.7) and (3.8) are proved. The other cases in which \( t_u \) and \( t_p \) have different signs or are negative can be proved similarly.

To prove (3.9) and (3.10), suppose that while PE D is computing \( z_{i,j} = f(z_{i+1,j}, x(i, k), y(k, j)) \), PE C is computing \( z_{i+1,j} \), \( p < k \), and PE B has \( x_{u,k+1} \) [Fig. 2(c)]. Therefore, \( \mathbf{C} \mathbf{D} = \mathbf{D} \) and \( \mathbf{D} \mathbf{B} = \mathbf{x}_u \). In accordance with the character-istics of systolic processing, \( k - p \) steps of the iterative computation are performed after \( t_i \) units of time, and \( z_{i+1,j} \) arrives at PE A for the computation of \( z_{i+1,j} = f(z_{i+1,j}, x(i + 1, k), y(k, j)) \). Therefore, \( \mathbf{B} \mathbf{A} = \mathbf{t}_i \vec{x}_u, \mathbf{C} \mathbf{A} = \mathbf{t}_i \vec{z}_u, \) and \( \mathbf{D} \mathbf{A} = \mathbf{t}_i \vec{y}_u \). From the principle of vector composition, \( \mathbf{B} \mathbf{D} = \mathbf{D} \mathbf{A} \) and \( \mathbf{C} \mathbf{D} = \mathbf{D} \mathbf{A} \); thus, (3.9) and (3.10) are proved. The cases for negative periods can be proved similarly.

Last, (3.11) and (3.12) can be proved similarly and will not be shown here.

Performance of a systolic design can be expressed in terms of the defined parameters. The number of PE's required (denoted by \#PE) is studied here, and the completion time can be expressed as a function of the PE configuration and velocity.

The number of streams of data flow of a matrix \( X \) in the direction of data flow is defined as the number of distinct lines that must be drawn in parallel to the direction of data flow so that each element of the matrix lies in exactly one line. For a one-dimensional vector with \( n \) elements, the number of streams can be one (elements are fed serially) or \( n \) (elements are fed in parallel). For a two-dimensional \( n \)-by-\( n \) matrix, this number depends on the directions of \( \vec{x}_u \) and \( \vec{y}_u \).

If \( \vec{x}_u \) and \( \vec{y}_u \) are in the same or opposite directions, then the number of streams of data flow can be one (serial input) or \( n^2 \) (parallel input). If \( \vec{x}_u \) and \( \vec{y}_u \) are in different directions, then the number of streams is given by \( n + (n - 1) \ell \) where \( \ell \) is an integer between 0 and \( n \). To see that this is true, when \( \ell \) is 0, each row or column of the matrix lies in a single stream, and the number of streams is \( n \). The extreme case happens when each element of the matrix lies in a different stream, and the number of streams is \( n^2 \). As an example, each matrix in Fig. 1 has five streams of data flow \( (n = 3, \ell = 1) \).

\#PE depends on the directions in which the inputs are moving. There are four possible cases. First, one of the input matrices or the output matrix is stationary, and the others are moving. Assuming that all the elements of the stationary matrix are used in the computation, \#PE is given by the size of the stationary matrix. Second, both input and output matrices are moving in the same or opposite directions. \#PE is given by the product of the minimum number of streams of data flow and the distance traveled between the time that the first elements of the input matrices meet and the time that the last elements of the input matrices meet. Third, there are two independent directions of data flow. If the two input matrices are moving in the same or opposite directions and the output matrix is moving in a different direction, \#PE is given by the number of streams of data flow of the output matrix. If the two input matrices are moving in different
IV. DESIGN METHODOLOGY FOR SYSTOLIC ARRAYS

The design of an optimal systolic array for a linear recurrence can be formulated into an optimization problem. The constraints of optimization are provided by Theorem 1, which shows the fundamental space–time relationships and governs the corrections in systolic processing. The objective function to be minimized can be expressed in terms of the parameters of systolic processing and the problem size. We first show the formulation of the optimization and then explain the various constraints. The design problem is formulated as

\[
\text{minimize} \quad \#\text{PE} \times T^2 \quad \text{or} \quad \#\text{PE} \times T \quad \text{or} \quad T \quad (4.1)
\]

subject to

\[
\begin{align*}
\frac{1}{t_{\text{max}}} & \leq |\bar{x}_d| \leq 1 \quad \text{or} \quad |\bar{x}_d| = 0 \\
\frac{1}{t_{\text{max}}} & \leq |\bar{y}_d| \leq 1 \quad \text{or} \quad |\bar{y}_d| = 0 \\
\frac{1}{t_{\text{max}}} & \leq |\bar{z}_d| \leq 1 \quad \text{or} \quad |\bar{z}_d| = 0
\end{align*}
\]

\[
1 \leq |t_i| \leq t_{\text{max}}; \quad 1 \leq |t_j| \leq t_{\text{max}}; \quad 1 \leq |t_{\text{f}}| \leq t_{\text{max}} \quad (4.5)
\]

\[
|t_i| |\bar{z}_d| = k_1 \leq t_{\text{max}}; \quad |t_j| |\bar{y}_d| = k_2 \leq t_{\text{max}}; \quad |t_{\text{f}}| |\bar{z}_d| = k_3 \leq t_{\text{max}}
\]

\[
|\bar{x}_d| \neq 0; \quad |\bar{y}_d| \neq 0; \quad |\bar{z}_d| \neq 0
\]

\[
|\bar{x}_d| \neq 0; \quad |\bar{y}_d| \neq 0; \quad |\bar{z}_d| \neq 0 \quad (4.7)
\]

\[
t_k = |t_{k_i}| = |t_{k_j}|
\]

reversal determines relative signs of \( t_k \) and \( t_{k_f} \).

\[
k_1, k_2, k_3, t_{\text{max}}, t_{\text{max}}, \text{and} \ t_{\text{max}} \text{are integers. All other parameters are rational numbers. Moreover,} t_{\text{max}}, t_{\text{max}}, \text{and} \ t_{\text{max}} \text{are functions of the problem size and} T_{\text{serial}}, \text{the number of times that function} f \text{in the recurrence has to be executed in order to compute all the required results.}
\]

The terms in (4.6) represent the distances traversed between computations. Since a computation must be performed in a PE, the distance traversed must coincide with the locations of PE's. The upper bounds of \( k_1, k_2, \text{and} k_3 \) are the maximum values of \( t_i, t_j, \text{and} t_{\text{f}} \) because the maximum values of speeds are 1 [see (4.2), (4.3), (4.4)]. To derive these upper bounds, recall that the total computation time \( T \) is a function of \( t_i, |t_i|, \text{and} |t_j| \). In order for systolic processing to be more efficient than a serial computation, it is necessary for \( T \leq T_{\text{serial}} \). By using the minimum values for two of the periods \( t_i = 1, |t_i| = 1, \text{and} |t_j| = 1 \) in the above inequality, the upper bound for the other period \( (t_{\text{max}}, t_{\text{max}}, \text{or} t_{\text{max}}) \) is obtained. As an example, in multiplying two 3-by-3 matrices, \( T = 3t_{\text{f}} + 2|t_i| + 2|t_{\text{f}}| \leq T_{\text{serial}} = 27 \). By setting \( |t_i| = |t_j| = 1, t_{\text{max}} = \lceil (27 - 4) / 3 \rceil = 8 \). Similarly, \( t_{\text{max}} = t_{\text{max}} = 11 \). Sometimes, \( T \) is not a function of a period, say \( t_i \). According to the definition of \( t_i \), this is the time between computing \( z_{i,j}^k \) and \( z_{i+1,j}^k \). Suppose \( i \) ranges from 1 to \( n - 1 \); then \( n|t_i| \) units of time are needed for the computation.
from $z^i_{s_j}$ to $z^i_{s_j}$. The inequality $n|t_i| \leq T_{serial}$ allows $t_{max}$ to be solved.

The constraints in (4.2), (4.3), (4.4) state that data cannot travel more than one unit per unit of time because directly connected PE's are separated at unit distances, and no broadcasting is allowed. The lower bounds on velocities are derived from (4.6). Velocities smaller than the given lower bounds do not have to be considered because there exists a more efficient design of computing the recurrence in a single PE (with time $T_{serial}$). The constraints in (4.5) follow directly from the definitions of $t_i$, $t_j$, and $t_j$.

The set of distinct values of speeds and periods are related to the number of buffers among the PE's. Specifically, for $t_i$, $|z_{d}|$, $k_i$, and $t_{max}$, $k_i$ represents the number of PE's traversed by a datum between two successive iterative computations, the maximum of which is $t_{max}$. Let $\eta$ be the maximum number of iterations required for computing a result ($\eta$ is usually a linear function of the problem size). For a given $k_i$, the maximum number of PE's in the pipeline is $(\eta + 1)k_i + 1$ since the first iteration is computed in a single PE, and the remaining $\eta - 1$ iterations require $(\eta - 1)k_i$ PE's. The total number of buffers in the pipeline, $b$, satisfies

$$0 \leq b \leq [(\eta - 1)k_i + 1] - [(\eta - 1)k_i + 1] = \eta(t_{max} - k_i).$$

(4.10)

Once $b$ is chosen, $|z_{d}|$ and $|x_{d}|$ can be determined

$$|z_{d}| = \frac{(\eta - 1)k_i}{(\eta - 1)k_i + b},$$

(4.11)

$$|x_{d}| = \frac{k_i}{|z_{d}|} = k_i + \frac{b}{(\eta - 1)}.$$

(4.12)

As a result, there are $O(\eta^2_{t_{max}})$ combinations of values of $t_i$ and $|z_{d}|$. Similarly, for $|z_{d}|$, $|z_{d}|$, $t_j$, and $|z_{d}|$, there are $O(\eta^2_{t_{max}})$ and $O(\eta^2_{t_{max}})$ combinations of values, respectively.

Data flow in the above optimization problem can be in one, two, or three independent directions. There are five possibilities: a) all inputs and outputs are flowing in the same or opposite directions; b) the inputs are flowing in the same or opposite directions, and the output is in a different direction; c), d) the inputs are flowing in two different directions, and the output is flowing in a direction of one of the inputs; and e) inputs and outputs are flowing in three different directions. The directions of vectors can be reversed, and velocities can be zero vectors. Due to the assumption of unit distance between directly connected PE's, when data are flowing in two independent directions, they must be orthogonal to each other; and when data are flowing in three independent directions, they must be in multiples of 120° to each other. Furthermore, the magnitudes of velocities and periods are chosen from a finite set. Therefore, the optimization of design of a systolic array for a given recurrence has a finite search space of complexity $O(\eta^2_{t_{max}}t_{max}^2t_{max}^2)$.

The worst case complexity shown above is very large. There are two ways to reduce this complexity. First, instead of requiring that $T \leq T_{serial}$, the requirement that $T \leq O(T_{serial}/\#PE)$ may be used. This reduces the values of $t_{max}$, $t_{max}$, and $t_{max}$, and in turn reduces the search complexity. Second, it is noted that systolic designs for linear recurrences are extendible because the systolic processing equations governing the correctness of the design (Theorem 1) are independent of the problem size. To reduce the search complexity, an optimal design for a smaller problem can be found and is used to extend to the systolic design for a larger version of the same problem. This method can also be applied when the maximum number of PE's that can be implemented in a single chip is smaller than that required by the optimal design. In general, this method will not lead to an optimal design for the original problem. This is due to the fact that the objective function is monotonically increasing with the problem size, and the fact that the objective function for one design is better at a given problem size does not imply that this design is better at a different problem size.

The optimal solution to the above design problem can be found by exhaustive enumeration. However, the search time for an arbitrarily large recurrence can be long, if not impossible. By recognizing that the completion time is a linear function of $t_i$, $t_j$, and $t_j$, their values can be ordered so that periods that do not lead to an optimal solution are eliminated from further consideration each time a feasible solution is found. This strategy is explained with respect to the minimization of completion time and $\#PE \times T^2$.

To minimize the completion time, the different directions of data flows are first determined (five possibilities). The maximum values of $t_i$, $t_j$, and $t_j$ are found. A set of $t_i$, $t_j$, and $t_j$ that minimize the completion time is selected from the set of possible values. The speeds of data flows are evaluated from (4.6) by using $k_i = k_j = k_3 = 1$. The six remaining unknowns on spatial distributions can be solved from the systolic processing equations (3.7)–(3.12). If no feasible solution is found, the procedure is repeated by finding another set of periods so that the completion time is increased by the least amount. The above steps are carried out for all the five combinations of data flow directions. If no feasible solution is found, one of the $k_i$, $k_j$, or $k_3$ is increased by 1, and the procedure repeats. It is obvious that the first feasible solution found is the optimal solution that minimizes the completion time.

To minimize $\#PE \times T^2$, it is necessary to know the lower bound on $\#PE$. For linear recurrences with two-dimensional ($n$-by-$n$) inputs, the lower bound on $\#PE$ can be one (both inputs are serial), $n$ (one input is serial and the other has $n$ streams of data flow), or $n^2$ (both inputs have $n$ streams of data flow). It is easy to prove from the systolic processing equations that serial inputs usually do not lead to feasible solutions, and the lower bound is $n^2$. Repeating the procedure in minimizing completion time, a feasible design is first found. Suppose this design requires $P_i$ PE's and $T_i$ clock cycles to complete, then it is true that any design with $T_i \geq \sqrt[3]{P_i}T_i/n$ will not lead to a better solution (since $P_iT_i \geq n^2T^2 \geq P_iT_i$) and can be eliminated from consideration. The search is continued to find better solutions with completion time between $T_i$ and $T_2$.

By systematically enumerating and reducing the search space that is a polynomial function of the problem size, the optimal design can be solved very efficiently. The method of designing optimal systolic arrays using the parameters defined in this paper is referred to as the parameter method.
The steps in the design are sketched as follows.

Step 1: Write the recurrence formula for the problem to be solved.

Step 2: Write the corresponding systolic processing equations (Theorem 1) and the constraints on the values of parameters.

Step 3: Write the objective function based on the design requirements in terms of the systolic processing parameters and the problem size.

Step 4: Find the parameter values that minimize the objective function by enumerating over the limited search space.

Step 5: Design a basic cell for the systolic array and find a feasible interconnection of cells from the parameters obtained. Eliminate cells that do not perform any useful computation.

In the 3-by-3 matrix-multiplication problem, recall that the computation time needed is $3t_x + (3 - 1)|t_x| + (3 - 1)|t_x|^2$. The completion time is minimized when $t_x, |t_x|, \text{ and } |t_x|^2$ are as small as possible. The search is started with $t_x = t_{mx} = 1$ on all the combinations of directions of data flows. If no feasible solution is found, the signs of $t_x$ or $t_{mx}$ are changed, and the search repeats. In this example, when data are flowing in three different directions, $t_x = t_{mx} = 1$ results in a solution that satisfies the constraints of (3.7)-(3.12) and (4.2)-(4.9) and minimizes the completion time. The corresponding vectors are depicted in Fig. 1(b). By using these vectors, the velocities and spatial distributions of data flows can be determined, and a basic cell design is shown in Fig. 1(c). These cells are connected together into a mesh. Some of the cells are eliminated because no computation is performed there. The final VLSI structure is shown in Fig. 1(a). This is the fastest matrix-multiplication scheme, which can be completed in 7 units of time with 19 cells.

On the other hand, if $\#PE \times T^2$ is to be minimized, the search has to be continued to find out all the feasible designs with completion time less than $\sqrt[3]{19 \times 7^2} = 10.2$. By assuming that the output matrix is stationary, a feasible design can be found with $t_x = t_{mx} = 1$, 7 units of computation time, and 3 units of drain time. This reduces the search space further to finding all feasible designs with less than 10 units of completion time. In fact, this is the optimal solution that minimizes $\#PE \times T^2$.

Note that the recurrence for two-dimensional tuple comparison (see (2.8)) is identical to the recurrence for matrix multiplication except for the operations performed in the PE's, and hence, the systolic array for matrix multiplication can be applied in this case.

V. Examples

A. Direct Applications of the Methodology

1) FIR Filtering: The operation can be represented as a one-dimensional linear recurrence $y_i^t = f(y_{i-1}^t, x(k, i), a(k))$ [see (2.2)]. Another recurrence that evaluates the terms in a reverse order can be written as $y_i^t = y_{i-1}^t - a_{m-1}x_{m-1} - \cdots - a_{k-1}x_{k-1}$, $1 \leq i \leq n, 1 \leq k \leq m$. In both recurrences, the inputs are accessed in the same order, and hence $t_{mx} = t_{mx}'$. It takes $mt_x$ units of time to compute $y_i$ ($m$ is the window size of the FIR filter) and $(n - 1)|t_x^2|$ units of time to compute the remaining $y_i$. The total computation time, disregarding possible load and drain times, is $mt_x + (n - 1)|t_x|^2$. For a problem with $m = 4$ and $n = 6$, $T_{max} = 24$. From this, $t_{max} = 19/4 = 5, t_{max} = 20/5 = 4$. The design problem can be formulated as

minimize $\#PE \times [4|t_x| + 5|t_x| + \text{load time + drain time}]^2$

subject to

$t_{mx} x_d + x_s = t_{mx} y_d$

$t_{mx} a_d + a_s = t_{mx} y_d$

$t_{mx} x_d + x_s = t a_d$

$t_{mx} y_d + y_s = t a_d$

$1/4 \leq |a_d| \leq 1$ or $|a_d| = 0$

$1/5 \leq |y_d| \leq 1$ or $|y_d| = 0$

$1 \leq t_x \leq 5, 1 \leq |t_x| \leq 4$

$|a_d| \neq 0, |y_d| \neq 0$ or $|y_i| \neq 0$

$|t_x| |a_d| = k_1 \leq 4, t_x |y_d| = k_2 \leq 5$

$t_x = |t_{mx}| = |t_{mx}'|, t_{mx} = t_{mx}'$

where $k_1, k_2$ are integers; all the other magnitudes are rational numbers. It is not necessary to bound $|a_d|$ because $x_d$ is uniquely determined when $t_x, t_x, y_d, a_d$ are set.

The search space in the above problem is quite reasonable. However, the problem can be solved very efficiently by using the defined search order. First, consider $t_{mx} = t_{mx}' = 1$ and $t_x = 1$. Substituting into (5.2)-(5.5) results in four equations with six unknowns. From FIR-filtering applications, it is known that the $a_i$'s are defined constants and can be fixed in the systolic array without preloading. Assume that the $a_i$'s are spatially placed in the PE's, $|a_d| = 0$, and from (5.3), $a_d = -y_d$. Since $|a_d| \neq 0$ and $|y_d| \leq 1$, $|y_d|$ can be set to 1 or -1. Solving both cases results in a systolic design that requires four PE's, $m + n - 1$ units of computation time and the preloading of $x_1, \ldots, x_m$ into the pipe [14]. The completion time is, therefore, $2m + n - 1$ units.

On the other hand, if $t_{mx} = t_{mx}' = 1, t_x = 1, |a_d| = 0$, then $|y_d| = |y_i| = 1, |x_d| = |x_i| = 1/2$, and $|a_d| = 1$. This is a one-dimensional solution (all the vectors are pointing in the same direction). A feasible systolic design satisfying the above parameters is depicted in Fig. 3. This design does not require elements of $X$ to be preloaded, and the completion time of the algorithm is 9 units. It should be noted that $t_{mx} = t_{mx}' = 1$ implies that the recurrence formula in (2.2) is used.

To see that the design in Fig. 3 is optimal, the performance measure $\#PE \times T^2$ for $n = 6, m = 4$ is 324. If the number of PE's is decreased to one, $T = T_{max} = 24$, and $\#PE \times T^2 = 576$. The lower bound on $\#PE$ is $m = 4$. The proposed design achieves this lower bound in the minimal completion time and, hence, is optimal.
It is of interest to note that discrete Fourier transform [see (2.4)], polynomial multiplication [see (2.5)], and many pattern-matching problems have the same form of recurrence equations as FIR filtering. The systolic design in Fig. 3 can be applied except that different functions are performed in the PE's [14].

2) Band-Matrix Multiplication: The systolic array for matrix multiplication (Fig. 1) can be used for band-matrix multiplication. However, the number of cells required is large considering that most of the terms in the result are zero. By recognizing that the result is also a band matrix, a different recurrence can be written to compute the elements in the band alone. The proposed methodology can be applied to obtain the optimal systolic design.

In this example, we illustrate the flexibility of our design method by showing that additional constraints (based on insights) can be included in the optimization. Given that the band width is $m$, the most efficient direction of sending the band matrix into a systolic array is along the diagonal. These required directions of data flows can be added as constraints to the original design problem

\[
\begin{align*}
\bar{a}_u + \bar{b}_u &= k_1\bar{a}_d \\
\bar{b}_u + \bar{b}_d &= k_2\bar{b}_d
\end{align*}
\]

The details of solution are not shown here. The resulting design for $m = 3$ has three independent directions of data flow (Fig. 4). The design is optimal and requires $m^2$ PE's and $m + n - 1$ units of completion time.

B. Recurrences with Feedback

In this section, the design of systolic arrays for recurrences with feedback are exemplified. When outputs are routed back into a systolic array, the direction of data flows has to be changed. The difficulties in designing such a systolic array are that feedbacks pose another direction of data flows in the inputs, and the correctness of feedbacks is hard to express in systolic processing equations because the format of feedbacks is governed by the way outputs are generated. One method is to treat the feedbacks as an independent input stream and to design the systolic array in the usual way. After an efficient design is obtained, the feedbacks have to be checked to determine whether they are generated before they are fed back into the systolic array. The process is repeated until an efficient and correct design is found.

1) Triangular-Matrix Inversion: The inversion of an upper-triangular matrix $U$ into another upper-triangular matrix $V$ has been represented in a forward recurrence [see (2.7)] and can be rewritten into a backward recurrence $w_{i,j} = f[w_{i+1,j}, u(i, k), v(k, j)]$. Consecutive elements of $U$ and $V$ are accessed in decreasing order of subscripts, and hence, $t_{u} = t_{v} < 0$.

By examining the recurrence, it is found that the evaluation of $w_{i,j}$ requires one more term than that of $w_{i-1,j}$. Therefore, $w_{i,j-1}$ can be completed before $w_{i,j}$, which implies that $t_{j} > 0$. On the other hand, the evaluation of $w_{i,j}$ requires one less term than that of $w_{i-1,j}$, which implies that $t_{j} < 0$. From the recurrence, it is also seen that the last item to be computed is $u_{1,n}$ rather than $u_{1,1}$. It takes $(n - 1)t_{u}$ units of time from computing $u_{n,n}$ to $u_{n-1,n}$; and $nt_{u}$ units of time to compute $u_{1,n}$. 
The computation time is, thus, \( n|t_w| + (n - 1)|t_i| \). For a problem with \( n = 4 \), \( T_{\text{serial}} = 20 \). By solving \( T = T_{\text{serial}} \), we have \( t_{\text{max}} = 5 \) and \( t_{\text{max}} = 6 \). Since \( v_{1,1}, \ldots, v_{1,4} \) have to be computed, we have another equality \( 4|t_i| = T_{\text{serial}} \) that results in \( t_{\text{max}} = 5 \).

To minimize \( \#PE \times T^2 \), parameters are first chosen to minimize the computation time: \( t_w = t_{\text{wz}} = -1 \), \( t_i = -1 \), and \( t_f = 1 \). From these, the following systolic processing equations are obtained:

\[
\begin{align*}
-\tilde{u}_d + \tilde{y}_d &= -\tilde{w}_d \tag{5.8} \\
-\tilde{v}_d + \tilde{y}_d &= -\tilde{w}_d \tag{5.9} \\
-\tilde{u}_d + \tilde{y}_d &= -\tilde{v}_d \tag{5.10} \\
-\tilde{w}_d + \tilde{y}_d &= -\tilde{v}_d \tag{5.11} \\
\tilde{v}_d + \tilde{v}_f &= \tilde{u}_d \tag{5.12} \\
\tilde{w}_d + \tilde{w}_f &= \tilde{u}_d. \tag{5.13}
\end{align*}
\]

Constraints on parameter values are similar to those stated previously.

By searching through the set of feasible solutions, a set of solution vectors that minimize the completion time are shown in Fig. 5(a). In terms of these vectors, a systolic array for triangular-matrix inversion is depicted in Fig. 5(b). It should be noted that \( w_{i,j} \) is considered as an intermediate output with initial value of 0. When \( w_{i,j} \) arrives at one of the dividers denoted by circles, the computation of \( w_{i,j} \) is finished, and \( u_{i,j} \) is generated. \( u_{i,j} \) is then fed back and moves downward. Note that in Fig. 5(b), the triangular block of \( V \) above the systolic processor represents a pseudo-input-matrix, whereas another triangular block of \( V \) to the right of the array shows the output sequence. In this scheme, a triangular array of \( n(n + 1)/2 \) PE's can compute an \( n \)th-order triangular-matrix inversion in \( 2n - 1 \) units of time. Since there is no feasible design with one or \( n \) PE's, the proposed design minimizes \( \#PE \times T^2 \).

2) Deconvolution: In the previous examples, processing times in the PE's are assumed to be identical. This implies that the period of processing is independent of the PE along the direction of data flow.

In some applications, different operations may be performed in PE's along a direction of data flow. For example, the last operation in deconvolution is division, which may take more time than multiplication and may become the bottleneck of data flow. Referring to the recurrence for deconvolution \( z_k^t = f[z_k^t, x(i, k), a(k)] \) [see (2.6)], the \( x_k \)'s computed are fed back into the pipe for future computation. Let the delay of a division PE be \( w \) and the delay of other PE's be 1. The last iteration of computing \( z_k \) and the division of \( z_k \) to obtain \( x_k \) takes \( (w + 1) \) units of time. This is the period for the \( X \) inputs.

\[
|t_i| = w + 1. \tag{5.14}
\]

Due to the extra time involved in division, the design of feedback signals is more complicated than that of triangular-matrix inversion. The fact that inputs and feedbacks are one-dimensional permits us to write down the relationships of data flows more formally in systolic processing equations [Fig. 6(a)]. Suppose PE A is the PE in which \( z_k^{t-1} \) is being computed using \( x_{i+1} \) before being sent to the division unit (PE D). \( z_k^{t-1}, p < m - 1 \) (for backward recurrences), exists in PE B. In \((1 + w) \) units of time, \( z_k^{t-1} \) is sent to PE D and is converted to \( x_i \), which is then sent to PE C. At that time, \( z_k^{t-1} \) will be computed in PE C using \( x_i \). From the above
In this section, extended forms of the general recurrence formula [see (2.9)] are discussed. The systolic processing equations presented in Theorem 1 have to be modified.

1) Indexes in Subscript-Access Functions: In the original recurrence formula (2.9), $x$ is a function of $i$ and $k$, and $y$ is a function of $k$ and $j$. In general, $x$ and $y$ are functions of $i$, $j$, and $k$. The general recurrence formula can be expressed as

$$z_{i,j} = f[z_{i-1,j}, x(i, j, k), y(i, j, k)].$$

Systolic processing equations (3.9)–(3.12) have to be changed

$$t_i x_d + u_x x_u = t_i x_d + x_u$$
$$t_i y_d + u_y y_u = t_i y_d + y_u$$
$$t_i x_d + u x_u = t_i x_d + x_u$$
$$t_i y_d + u y_u = t_i y_d + y_u.$$

The proof of (5.17) and (5.18) is similar to the proof shown in Theorem 1 except that an additional PE is needed where $Y_{i=1,j,k}$ is stored (Fig. 2). $Y_{i=1,j,k}$ is moved to PE $A$ in $t_i$ units of time. Similar arguments apply to (5.19) and (5.20). If a subscript-access function does not involve a particular index, the corresponding data distribution parameter is zero.

As an example, the recurrence for one-dimensional tuple comparison: $c_{ij}^* = TRUE, c_{ij} = c_{i-1}^* \land (a_{i,k} = b_{i,k}, 1 \leq i \leq n, 1 \leq k \leq m$, results in the following systolic processing equations:

$$t_i x_d + u x_u = t_i x_d + x_u$$
$$t_i y_d + u y_u = t_i y_d + y_u$$
$$t_i x_d + u x_u = t_i x_d + x_u$$
$$t_i y_d + u y_u = t_i y_d + y_u.$$

2) Coefficients of Indexes: The coefficients of $i$, $j$, and $k$ used in the subscript-access functions $x$ and $y$ are 1 (regardless of sign). This means that all elements of $X$ and $Y$ are used in the course of computation of the recurrence. When these coefficients are greater than 1, some items in the inputs will be skipped. As an example, suppose we have the following recurrence for FIR filtering:

$$y_i^* = 0 \quad 1 \leq i \leq n$$
$$y_i^* = y_{i-1}^* + a_k x_{i-1}$$

$$1 \leq i \leq n, 1 \leq k \leq m, x_j = 0 \quad \text{for } j > n.$$

In this case, every other item of $A$ and every other two items of $X$ will be skipped.

Consider the case in which the coefficients of $k$ can be any integer (regardless of sign). The general form of the recurrence formula is

$$z_{i,j} = f[z_{i-1,j}, x(i, j, k), y(i, j, k)]$$

where $u, v$ are positive integers.

In this case, systolic processing equations (3.7) and (3.8) have to be modified

$$t_i x_d + u x_u = t_i x_d + x_u$$
$$t_i y_d + u y_u = t_i y_d + y_u.$$

The other four systolic processing equations remain unchanged. The proof for these is very similar to that of Theorem 1. The data distribution parameters are augmented in this case because nonadjacent data are used. Similar changes have to be made on the other four systolic processing equations when the coefficients of $i$ and $j$ in the subscript-access functions are integers not equal to 1.

For the recurrence given in (5.25), systolic processing equations (5.2) and (5.3) have to be changed to (5.27) and (5.28) with $u = 2, v = 3$. Solving these with (5.4) and (5.5) while assuming $a_i = 1$, we obtain $|y_j| = 1, |y_j| = -1, |x_u| = 0, |x_u| = -2/3$, and $|z_i| = |z_i| = 1/2$. The interesting point is that the separation between the $a_i$‘s is 1/2 unit, which implies that only half of the $a_i$‘s reside in PE’s. The other half do not have to be loaded since they are never used. The throughput of the system remains unchanged, that is, one output per clock cycle.

VI. CONCLUSION

Conventional approaches in mapping algorithms onto systolic arrays are usually done in an ad hoc fashion. The
resulting design represents a feasible, but not necessarily optimal, solution. In this paper, we propose a systematic methodology for the optimal mapping of algorithms that are represented as linear recurrences onto systolic arrays. The characteristics of systolic arrays are parameterized by the velocities of data flows, spatial distributions and periods of computation. The design problem is formulated into an optimization problem with objective function constraint equations that are functions of the defined parameters. An efficient order of searching the solution space is also proposed.

Numerous examples illustrating the methodology are shown. Cases including feedbacks and general recurrence formulas are discussed. Although the systolic-processing equations defined does not exhaust all possible situations, the theory developed can guide the designers in obtaining the necessary equations. For example, the mapping of recurrences onto a fixed architecture, such as the wavefront array processors, essentially restricts the search space of the optimization problem. Design requirements, such as hardware and I/O constraints, can also be included in the optimization. The art of designing systolic arrays is, therefore, reduced to a systematic methodology.
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