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Abstract—In this paper, we have investigated the efficient evaluation of branch-and-bound algorithms in a system with a two-level memory hierarchy. An efficient implementation depends on the disparities in the numbers of subproblems expanded between the depth-first and best-first searches as well as the relative speeds of the main and secondary memories. A best-first search should be used when it expands a much smaller number of subproblems than that of a depth-first search, and the secondary memory is relatively fast. In contrast, a depth-first search should be used when the number of expanded subproblems is close to that of a best-first search. The choice is not as clear for cases in between. The Iterative Deepening A* (IDA*) algorithm has been shown to be asymptotically optimal in space, time, and cost. However, for the conditions that we have assumed, IDA* does not result in the optimal space-time tradeoff for minimizing the completion time. In this paper, we study the space-time tradeoff by proposing and analyzing two strategies: a specialized virtual-memory system that matches the architectural design with the characteristics of the existing algorithm, and a modified branch-and-bound algorithm that can be tuned to the characteristic of the problem and the architecture. The latter strategy illustrates that designing a better algorithm is sometimes more effective than tuning the architecture alone. Guidelines have also been developed to select appropriate a priori values for the parameters of the modified B&B algorithm.


I. INTRODUCTION

The search for solutions in a combinatorially large problem space is important in artificial intelligence and operations research. Search problems may be classified as either decision or optimization problems [11]. In a decision problem, one attempts to determine the existence of at least one solution that satisfies a given set of constraints. Examples include theorem-proving, expert systems, and some permutation problems. An optimization problem is characterized by an objective function to be minimized or maximized and a set of constraints to be satisfied. Examples include the traveling-salesman, job-shop-scheduling, knapsack, vertex-cover, and integer-programming problems.

A general technique for solving combinatorial-search problems is the branch-and-bound (B&B) algorithm [20]. A B&B algorithm is a partitioning algorithm that decomposes a problem into smaller subproblems and repeatedly decomposes them until infeasibility is proved or a solution is found. Many theoretical properties of serial B&B algorithms have been developed [13]–[16], [18], [27], [41]. It has also been recognized that the B&B algorithm is a generalization of many heuristic search procedures [19] such as the A* [26], AO* [22], SSS* [32], B* [3], alpha-beta [17], and dynamic programming [6] algorithms. Parallel computer architectures for evaluating B&B algorithms have also been studied [35].

B&B algorithms are characterized by four constituents: branching rule(s), selection rule(s), elimination rule(s), and termination condition(s). The first two rules are used to decompose problems into simpler subproblems and appropriately order the search. The last two rules are used to eliminate generated subproblems that are not better than the ones already known.

In a B&B algorithm, let \( P_i \) be a subproblem, and \( f(P_i) \) be the value of the best solution obtained by evaluating all subproblems decomposable from \( P_i \). Each subproblem is characterized by a value that is computed from a lower-bound function \( g \). The lower-bound function satisfies the following properties:

1. \( g \) is a lower-bound estimate of \( f \);
2. \( g \) is exact when \( P_i \) is feasible;
3. lower bounds of descendant nodes always increase.

A lower bound is calculated for a subproblem when it is created. If a subproblem is a feasible solution with the best objective-function value so far, then the solution value becomes the incumbent \( z \). In minimization problems, if the lower bound of \( P_i \) exceeds the incumbent, then \( P_i \) can be pruned because it will not lead to a better solution value than the incumbent. In other words, \( P_i \) is terminated during the computation if

\[
g(P_i) \geq z.
\] (1)

The decomposition process continues until all subproblems are either expanded or eliminated.

The above elimination rule for obtaining an exact optimal solution can be relaxed to obtain a suboptimal solution with a guaranteed accuracy [20]. Suppose it were decided that a deviation of 10 percent from the optimum was tolerable. If a feasible solution of 150 is obtained,
then all subproblems with lower bounds of $136.4/150/(1 + 0.1)$ or more can be terminated since they cannot lead to a solution that deviates by more than 10 percent from 150. This technique significantly reduces the amount of intermediate storage and time needed to arrive at a suboptimal solution. Define an allowance function $e(z): R \to R$ (set of reals) such that $P_i$ is terminated if

$$g(P_i) \geq z - e(z).$$

The final incumbent $z_f$ obtained by the modified lower-bound test is related to the optimal solution value $z_0$ by [13]

$$z_f - e(z_f) \leq z_0 \leq z_f.$$  

Examples of often used allowance functions are

$$
e(z) = e \quad e \geq 0 \text{ (absolute error deviation), and}$$

$$e(z) = \frac{ez}{1 + e} \quad e \geq 0, z \geq 0 \text{ (relative error deviation).}$$

The selection rule examines the list of active subproblems and selects one for expansion. If the list is maintained in a first-in/first-out order, then the algorithm is called a breadth-first search. If the list is maintained in a last-in/first-out order, then the algorithm is called a depth-first search. Lastly, if the list is maintained in an increasing order of lower bounds, then the algorithm is called a best-first search.

The iterative deepening A* (IDA*) algorithm [42, 43] starts from the root and performs a depth-first search using a heuristically assigned value as the initial incumbent. This depth-first search is repeated with successively increasing estimates for the initial incumbent until the optimal solution node is expanded. The first initial incumbent is taken to be the lower bound of the root. After each iteration, the next estimate of the initial incumbent is the smallest of the lower bounds that exceed the current estimate of the incumbent.

The B&B algorithm is summarized as follows:

```
procedure Branch.and.Bound:
    incumbent = ∞;
    list of subproblems = {P₀};
    while list of subproblems ≠ Ø do |
        apply selection rule to list of subproblems;
        expand selected subproblem by the branching rule:
        for $P \in \{\text{child subproblems generated}\}$ do |
            if $P$ is a feasible solution then [ |
                update incumbent;
                apply elimination rule |
            else if ($g(P) < (z - e(z))$) then |
                insert $P$ into the list of subproblems |
            |
    |
```

To illustrate the B&B algorithm, the evaluation of an integer-programming problem [24] is shown here. Integer-programming problems may be expressed as a constrained optimization.

Minimize $CX$

subject to $AX \geq B$

$$x_i: \text{nonnegative integer, } i = 1, 2, \ldots, n;$$

$A, B,$ and $C$ are constant matrices.

These problems differ from ordinary linear-programming problems in that the variables are restricted to nonnegative integer values.

One approach to solve this problem is to first apply the dual simplex method to a subproblem and solve it as a linear program. If the optimal solution is integral, then a feasible solution has been generated; otherwise, create two new subproblems as follows. Choose a variable in the subproblem that has a noninteger value (say $x_i = 4.4$) and restrict that variable to the next smaller integral value for one subproblem ($x_i \leq 4.4$) or $x_i \leq 4$) and to the next larger integral value ($x_i \geq 4.4$) or $x_i \geq 5$) for the other. The variable chosen is the one with the greatest up or down penalty. The up penalty for a variable $x_i$, having a value of $a_i$, is the estimate of the amount by which the solution to the current subproblem would increase if the integral constraint $x_i \geq |a_i|$ was introduced. The down penalty is similar, except that it is associated with the constraint $x_i \leq |a_i|$. The lower bound of a new subproblem is the sum of the optimal simplex solution and the associated penalty. This entire process is repeated on the new subproblems until either a feasible integral solution is found or all subproblems have been expanded.

Fig. 1(b) shows the B&B tree for the problem in Fig. 1(a). The dual simplex method gives an optimal solution of 14.2 for the original problem. Since the variables are not integral, a feasible solution has not been generated. Up and down penalties are calculated for the variables. $x_1$ has the greatest penalty ($U = 1.8$). Two new subproblems are then created, one with $x_1 = 0$, and the other with $x_1 \geq 1$. The lower bounds are calculated as shown in Fig. 1(b). The dual simplex method is applied again to the subproblem with the smallest lower bound, and a feasible solution is generated in which all variables are integral. This constitutes an optimal solution since the lower bound of the remaining subproblem is greater.

Among the alternative search strategies, depth-first search, breadth-first search, and IDA require a small memory space and can be evaluated entirely in the main memory. In a depth-first search, the list of subproblems is stored in a last-in/first-out stack with a maximum size equal to the height of the search tree. For many search problems, this height is equal to the number of variables in the problem and is reasonably small. A breadth-first search has a similar behavior. On the other hand, a best-first search expands the minimum number of subproblems
if no node other than an optimal-solution node has a lower-bound value equal to the optimal-solution value [20], [21]. Hence a best-first search will have the best time-efficiency if the main memory is large enough to accommodate all its active subproblems. However, analytical and simulation studies have shown that the average maximum memory space required to obtain an optimal solution for many problems by a best-first search is exponential with a sublinear exponent [34], [36], [40] unless the lower-bound function is very accurate in leading to the optimal solution. In many computers, the main memory is limited in size, and a slower secondary memory will have to be used with the main memory to solve any nontrivial problem by a best-first search. Although IDA* is asymptotically optimal when the problem size is infinite, for finite problem sizes it expands at best a constant multiple of the number of nodes expanded in a best-first search [42]. IDA* performs redundant node expansions because it uses a stack of constant size. If memory space is available in main and secondary memory, a better space-time tradeoff can be made by storing the nodes and not regenerating them as well as overlapping the accesses to main and secondary memory such that the average access time is close to that for main memory. In this case, the time required to expand a subproblem by a best-first search may exceed that by a depth-first search, and the latter strategy may have a lower time efficiency. Although IDA* is asymptotically optimal when the problem size is infinite, for finite problem sizes it expands at best a constant multiple of the number of nodes expanded in a best-first search [42]. IDA* performs redundant node expansions because it uses a stack of constant size. If memory space is available in main and secondary memory, a better space-time tradeoff can be made by storing the nodes and not regenerating them as well as overlapping the accesses to main and secondary memory such that the average access time is close to that for main memory. In this paper, we seek to determine the most efficient search strategy for a two-level memory hierarchy.

Studies have been carried out on non-search algorithms in a computer with a two-level memory hierarchy managed by a paged virtual-memory system. These include rules for enhancing locality [25], automatic restructuring of programs [12], [7]–[9], [2], matrix manipulation [23], [10], sorting [4], [11], and database operations [30].

In the remainder of this paper, we will present alternative search strategies that are useful in a single-user computer system. In such a system, the time-efficiency may be characterized by the expected completion time of the algorithm. In Section II, we will present analytical and simulation results on the number of subproblems expanded under the best-first and depth-first strategies. In Sections III and IV, we will present the design of a specialized virtual-memory system for the best-first search and a modified B&B algorithm [39], which is a compromise between the depth-first and best-first searches. The modified algorithm illustrates that designing new architectures to fit an existing algorithm may be less beneficial than designing a better algorithm to fit an existing architecture.

Both of these alternatives are of limited value in multiuser systems. It is extremely difficult to modify the virtual-memory system without adversely affecting other users in the system. Moreover, it is very difficult to determine a suitable metric to characterize the time efficiency of an algorithm to the degree that it may be used as an optimization measure. The completion time cannot be used to characterize the efficiency of the algorithm as it will depend not only on the algorithm itself but also on the system load during its execution. Other possible metrics such as the processing time and the sum of the processing and secondary-storage times do not adequately describe the tradeoff and the overlap between computations and secondary-memory accesses.

II. B&B Algorithms in a Two-Level Memory Hierarchy

To decide between using the best-first and depth-first strategies in a system with a two-level memory hierarchy, it is necessary to compare the relative numbers of subproblems expanded (Section II-A) and the relative speeds of the main and secondary memories (Section II-B).

A. Number of Expanded Subproblems

An analytical model of the search strategies depends on the number of subproblems expanded and the time needed to expand each subproblem. Although the total time required to search the problem tree is not affected by the expansion strategy chosen, the space required to store intermediate results is different for the two strategies. The time required to expand a subproblem by a best-first search may exceed that by a depth-first search, and the latter strategy may have a lower time efficiency. Although IDA* is asymptotically optimal when the problem size is infinite, for finite problem sizes it expands at best a constant multiple of the number of nodes expanded in a best-first search [42]. IDA* performs redundant node expansions because it uses a stack of constant size. If memory space is available in main and secondary memory, a better space-time tradeoff can be made by storing the nodes and not regenerating them as well as overlapping the accesses to main and secondary memory such that the average access time is close to that for main memory. In this paper, we seek to determine the most efficient search strategy for a two-level memory hierarchy.
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the accuracy of the lower-bound function that predicts the best solution derivable from a given node. To compare the performance of search strategies for all possible distributions of the accuracy would be a nontrivial, if not impossible, problem. The effects of the accuracy of the lower-bound function on the average performance of the $A^*$ algorithm (best-first search) and informed backtracking (depth-first search) have been studied for decision problems [28]. Other models of the cutoff mechanism which do not explicitly consider the accuracy of the lower bounds have also been used to study the average performance of best-first [31] and depth-first [31, 33] searches. A mathematically tractable solution that assumes a constant distribution for the accuracy has been derived and published before [36]. The results of this derivation are summarized here.

Suppose that the state-space tree is a complete $s$-way tree of height $h$ and that solution nodes exist at the leaves. It was assumed that all solution values were independently and identically distributed (iid) random variables with a truncated exponential distribution function. An approximate value of the expected number of nodes expanded was derived as a function of the parameters of the distribution function, the shape and size of the search tree, and the search strategy. The expected number of nodes expanded by a best-first search was found to be always less than that by a depth-first search. However, the difference was a function of the accuracy of the lower-bound function in predicting the solution value. When the lower-bound function is very inaccurate, depth-first, and best-first searches both perform poorly and expand a large portion of the state-space tree. In contrast, when the lower-bound function is very accurate, both depth-first and best-first searches perform equally well and expand a small portion of the state-space tree. Between these two extremes, a depth-first search always expands many more nodes than a best-first search.

The above behavior can be illustrated by the 0/1 knapsack, vertex-cover, and integer-programming problems. The lower-bound functions for the 0/1 knapsack and vertex-cover problems are greedy algorithms and are very accurate in pruning unnecessary expansions. In contrast, the integer-programming problem uses a lower-bound function that is a linear program with the integrality constraints removed for all unassigned variables. This function will generally be less accurate. Table I shows some results from our simulations with these problems. For the knapsack and vertex-cover problems, the number of subproblems expanded in a depth-first search was almost identical to that in a best-first search. For integer-programming problems, the ratio of the number of subproblems expanded in a depth-first search to that in a best-first search varies between 1.4 and 17.6.

B. Effects of Secondary Memory on the Total Overhead

A simplified analysis of the performance of a best-first search will indicate the appropriate search strategy to use. Suppose that the best-first search is implemented on a paged virtual-memory system with a list of subproblems and a priority queue of pointers to these subproblems to maintain the required ordering. Subproblems are not ordered by lower bounds in the list. In each iteration, the subproblem with the minimum lower bound is found from the priority queue and deleted from the list, while newly generated subproblems are inserted into the list and the priority queue is updated. Let $n_p$ subproblems be the page size, and $n_{m}$ be the maximum amount of main memory allocated to the subproblem list. Also, assume that $n_{bs}$ (resp. $n_{dfs}$) subproblems are expanded in the best-first (resp. depth-first) search and that each subproblem expansion generates $s$ subproblems. Let $n_{bs}$ and $n_{dfs}$ be the expected number of page reads and page writes from and to the secondary memory, respectively. Since a pointer node is usually much smaller than a subproblem, the heap is assumed to be resident in the main memory, and the paging overhead due to the pointer heap will be ignored.

In the simplified analysis, it is assumed that the initial incumbent is set at $-\infty$, and that the first feasible solution generated becomes the optimal solution, hence subproblems generated are not pruned. Manipulation of the list of subproblems will incur no page reads or writes if $n_{bs}$ does not exceed $n_p$, where

$$n_p = \left\lfloor \frac{\text{integer program}}{s-1} \right\rfloor. \quad (7)$$

$p$ measures the number of iterations that subproblems can be expanded without exceeding the size of the main memory. Initially, the memory space available is $(n_{m}n_{p} - 1)$ subproblems with the root of the B&B tree resident in the main memory. In each iteration, one subproblem is removed from the main memory and $s$ subproblems are generated.

The priority queue can be implemented by a heap, which is a complete binary tree such that the value of each node is at least as small as that of its descendants. In reality, when the first feasible solution is generated in a best first search, the optimal solution is close to be found. The initial incumbent used is problem dependent. In integer programming problems, the initial incumbent is set at $-\infty$. For other problems, a better initial incumbent can be used.
erated, resulting in an increase of \((s - 1)\) subproblems in the main memory.

Since subproblems in the subproblem list are not ordered, it is assumed that the subproblem chosen for expansion is equally likely to be in any of the pages in use by the list. The actual numbers of page reads and writes will be less than the corresponding numbers when no subproblems are terminated prior to the generation of the optimal solution. Hence

\[
\begin{align*}
  r_{\text{bfs}} & \leq \sum_{i = m_0 + 1}^{n_m} \left( 1 - \frac{n_n}{i(s - 1) + 1} \right) \quad n_{\text{bfs}} > n_i, \\
  w_{\text{bfs}} & \leq \left\lfloor \frac{n_{\text{bfs}}(s - 1) + 1}{n_p} \right\rfloor - n_m \quad n_{\text{bfs}} > n_i.
\end{align*}
\]

(8) (9)

In (8), index \(i\) represents the current number of subproblems expanded. Each term in the summation is the probability that the problem chosen for expansion is residing in the secondary memory.

Page writes may be overlapped with subproblem expansions when sufficient buffers are available because the B&B process can continue once the page has been copied into a buffer. However, processing will have to be delayed in a page read until the page has been read from the secondary memory. Let \(h_c\) be the CPU time required to expand a subproblem, which is the same for both best-first and depth-first searches. Further, let \(h_d\) be the average page-read time, and \(\Xi\) be the ratio of the number of subproblems expanded in a best-first search to that in a depth-first search (=\(n_{\text{bfs}}/n_{\text{dfs}}\)). \(D_{\text{dfs}},\) the overhead incurred by a best-first search, can be approximated as the summation of the total page-read times and the maximum of the CPU times and the page write times.

\[
D_{\text{dfs}} = r_{\text{dfs}}h_d + \max (w_{\text{dfs}}h_d, n_t h_c) \tag{10}
\]

From (8), \(r_{\text{dfs}} = w_{\text{dfs}} = n_{\text{dfs}}\) when \(n_{\text{dfs}} \gg n_i\). In this case, a best-first search will be more efficient than a depth-first search if \(\Xi\) is less than \(\Xi_c\), where

\[
\Xi_c = \frac{n}{h_c} = \frac{\max (h_c, h_d/n_p)}{h_d/n_p} \tag{11}
\]

and \(h_d/n_p\) is the page-read overhead for each subproblem expanded.

In practice, due to the many simplifications made in this analysis, a best-first search should be chosen only when \(\Xi << \Xi_c\). Similarly, a depth-first search should be used when \(\Xi >> \Xi_c\). For problems characterized by intermediate values of \(\Xi\), the choice between the depth-first and best-first searches is less clear. Either a depth-first or a best-first search may be used, although neither is particularly suitable. In Section IV, we study a modified B&B algorithm that is a hybrid of best-first and depth-first searches and is more efficient than both when \(\Xi\) is close to \(\Xi_c\).

In short, the difference between the number of subproblems expanded in the best-first and depth-first searches is problem dependent and varies considerably between problems. This suggests that no one strategy will be optimal for all problems in a two-level memory hierarchy and that the strategy should be chosen according to the predicted difference. A depth-first search should be used when there is a small difference between the number of subproblems expanded under the depth-first and best-first searches, such as the case in the 0/1 knapsack and vertex-cover problems. When this difference is large, a depth-first search will still be more efficient if the secondary memory is slow. On the other hand, a best-first search should be used when a depth-first search expands many more subproblems than the best-first search. When this disparity is moderately large, a best-first search should still be used if the computer has a fast secondary memory.

III. A Specialized Virtual-Memory System for Best-First Search

In this section, we show an approach that tailors the operating system to the characteristics of the best-first search. The proposed virtual-memory system is depicted in Fig. 2. Subproblems in the secondary storage are organized in a B\(^+\)-tree. Each leaf of the tree is a page and contains subproblems. The B\(^+\)-tree organizes subproblems to be expanded in the order dictated by the best-first search. Since nonterminal nodes of the tree are pointer nodes that are much smaller than leaf nodes, a substantial portion of the pointer tree may be kept in the main memory. This reduces the number of secondary-memory accesses required to access a subproblem in the secondary storage.

The main memory contains a partial list of subproblems (\(m\)-list) and a heap of pointers to subproblems in the \(m\)-list. Newly generated subproblems are inserted into the \(m\)-list. When the \(m\)-list is full, subproblems are moved to the B\(^+\)-tree pages.

In a best-first search, the subproblem with the smallest lower bound is always expanded in each iteration. This requires the comparison of the subproblems with the smallest lower bound in the \(m\)-list and that in the B\(^+\)-tree. The process is prohibitively expensive if the first B\(^+\)-tree page resides in the secondary memory. Hence the first B\(^+\)-tree page should be kept in a fast buffer (\(s\)-buffer) that is partially in the main memory.

In inserting a subproblem into a normal B\(^+\)-tree, the appropriate page is read into the main memory, the subproblem is inserted into the page image in main memory, and the page image is written back to disk. A more efficient scheme is to set the block size to an integral number of disk sectors which is greater than or equal to the size

\(A\) B-tree of order \(b\) is a search tree that is either empty or satisfies the following properties [5]: 1) the root node has at least two children; 2) each node contains at least \(b\) keys and \(b + 1\) pointers; and 3) each node contains at most \(2b\) keys and \(2b + 1\) pointers. A B\(^+\)-tree is variant of the B-tree in which all records reside in the leaves. The upper levels are organized as a B-tree and serve as an index to locate a record. The leaf nodes are linked from left to right for easy sequential processing.
of a subproblem and to use a bit map in main memory to show the status of all page blocks. Inserting a subproblem into a page, therefore, consists of searching for an empty block in the bit map and writing the block when the disk head is properly positioned.

The design of the virtual-memory system involves the selection of a replacement algorithm and the page size [38]. Unlike conventional best-first searches, the B* -tree and a good replacement algorithm allow future disk accesses to be predicted, provided that there are enough disk buffers. The overhead of execution in a single-user environment can be approximated by the maximum of the computation and disk times. Since subproblems are expanded in a similar fashion as conventional best-first searches, the modified virtual-memory system has little effects on the computational time, and the objective of design becomes the minimization of the paging overhead. An efficient replacement algorithm should maximize the number of subproblems inserted into each page and avoid replacing subproblems that will be expanded in the immediate future. Let \( n_m \) be the maximum size of the m-list and \( P_1, \ldots, P_{n_m}, g(P_1) \leq \cdots \leq g(P_{n_m}) \), be the subproblems in the m-list when replacement is initiated. We have analyzed an effective replacement rule \( S(\theta, \phi) \) that selects subproblems \( P_{i_1}, \ldots, P_{i_n} \) for removal, where \( \theta \geq 0, \theta + \phi \leq n_m \) [38]. This replacement rule tends to minimize the number of B* -tree pages accessed. A special case of this rule is \( S(n_m - \phi, n_m) \), or the Back-Replacement policy, in which the \( \phi \) subproblems with the largest lower bounds are replaced.

The problem of selecting the proper replacement rule is reduced to the selection of \( \theta \) (the index of the first sub-

![Fig. 2. Data structure in a modified virtual-memory system for supporting the best-first search.](image)

### TABLE II

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>Problem 1</th>
<th>Problem 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted ( \eta )</td>
<td>Actual ( \eta )</td>
<td>Predicted ( \eta )</td>
</tr>
<tr>
<td>0</td>
<td>0.50</td>
<td>0.80</td>
</tr>
<tr>
<td>10</td>
<td>0.65</td>
<td>0.73</td>
</tr>
<tr>
<td>20</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>30</td>
<td>0.51</td>
<td>0.64</td>
</tr>
<tr>
<td>40</td>
<td>0.50</td>
<td>0.61</td>
</tr>
<tr>
<td>50</td>
<td>0.54</td>
<td>0.59</td>
</tr>
<tr>
<td>60</td>
<td>0.65</td>
<td>0.73</td>
</tr>
<tr>
<td>70</td>
<td>0.60</td>
<td>0.68</td>
</tr>
<tr>
<td>80</td>
<td>0.56</td>
<td>0.63</td>
</tr>
<tr>
<td>90</td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td>100</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>110</td>
<td>0.54</td>
<td>0.53</td>
</tr>
</tbody>
</table>

problem to be replaced) and \( \phi \) (the number of subproblems to be removed) to minimize \( \eta \), the expected number of page accesses normalized by the expected number of subproblems expanded. In Appendix A, we have derived an expression for \( \eta \) (A-12) that is a function of \( \theta, \phi, s \) (the branching factor), \( n_p \) (the page size in number of subproblems), \( \pi_m \) (the probability that a subproblem expanded is chosen from the s-buffer), and \( E(R) \) (the average number of B* -tree pages). Equation (A-12) was verified experimentally on integer-programming problems, and a subset of the simulation results are shown in Table II. These results show that (A-12) is a reasonably good measure of \( \eta \) for integer-programming problems.

It is difficult to choose \( \theta \) and \( \phi \) that will minimize \( \eta \) for a given set of parameters because some of these parameters are complex functions of \( \theta \) and \( \phi \). Instead, we optimize \( \theta \) and \( \phi \) iteratively. By using quadratic approximations of the variations, a nonlinear programming optimization indicates that a Back-Replacement policy should be used. The details of this optimization will not be shown here [38]. The use of the Back-Replacement policy is also suggested by statistics collected during simulations of integer-programming problems [Fig. 3(a)]. Only the results of four problems are shown here, but other problems simulated exhibit a similar behavior.

Assuming that the Back-Replacement policy is used, \( \phi \) may be chosen similarly. It was found that \( \phi \) should be set between 0.7 \( n_m \) and 0.9 \( n_m \) [38]. Statistics collected during simulations of integer-programming problems also suggest a similar result although the actual performance is problem-dependent [Figure 3(b)]. Other simulations also exhibit a similar behavior. In practice, any \( \phi \) in the range of 0.7 \( n_m \) to 0.9 \( n_m \) is satisfactory as the number of page accesses in this region differs from the minimum by at most 10 percent.

Given the replacement algorithm, the optimal page size can be determined. The cost of accessing a page on a

*Simulations of integer-programming problems showed that the parameters \( \pi_m, \lambda, \) and \( \lambda \) (defined in Appendix A) vary with both \( \theta \) and \( \phi \) [38].*
Fig. 3. (a) Variation of the number of page accesses with $\theta$ for four 20-variable, 20-constraint integer-programming problems ($n_m = 132$, $n_p = 33$, $\phi = 80$). (b) Variation of the number of page accesses with $\phi$ for four 20-variable, 20-constraint integer-programming problems ($n_m = 132$, $n_p = 33$, $\theta = n_m - \phi$). (c) Variation of the total paging cost with page size on a moving-head disk (seek time = 28 ms, rotational delay = 16.67 ms) with a disk density of 16 kbytes/track for four 20-variable, 20-constraint integer-programming problems ($n_m = 132$, $\phi = 120$, $\theta = n_m - \phi$, size of each subproblem = 1974 bytes).

The performance comparison between a direct implementation of the B&B algorithm and the modified virtual memory will be shown after the discussion of the modified B&B algorithm.

IV. MODIFIED BEST-FIRST B&B ALGORITHMS [39]

In this algorithm, the range of possible lower bounds is partitioned into $n$ disjoint regions, $\{u_0, u_1, u_2, \ldots, u_{n-1}, u_n\}$ (Fig. 4). Normally $u_0 = g_0$ and $u_n = g_{opt}$, where $g_0$ is the lower bound of the initial problem, and $g_{opt}$ is an estimate of the value of the optimal solution.

The list of active subproblems in each region is usually large and so has to be partly stored in the secondary memory. Further, accesses to the secondary memory incur a high overhead, and hence subproblems in each region $[u_i, u_{i+1})$, $i = 0, \ldots, n - 1$, are not ordered by lower bounds but are kept in a last-in, first-out stack, $S_i$, and expanded in a depth-first manner.

This approach contrasts with the IDA* approach of using a constant stack size. Our approach seeks a space-time tradeoff that utilizes the available main and secondary memory as well as the overlapping of the accesses to main and secondary memories.

The efficiency of the algorithm depends on whether it is implemented on a file system or a virtual-memory system. We will describe the version for a file system here.
and note the needed changes for a virtual-memory implementation. The main-memory space allocated to the storage of subproblems is organized as a pool of fixed-sized frames. Stack \( S_i \) is partitioned into \( F_i \), a secondary-memory file, and \( B_i \), a main-memory buffer. Buffer \( B_i \) constitutes the top portion of the \( S_i \) and consists of a number of frames. Subproblems pushed onto stack \( S_i \) are written into \( B_i \). When \( B_i \) is full, a new empty frame is requested from the frame pool in the main memory. When no free frames are available, subproblems in the bottom frame of \( B_i \) are written to \( F_i \). It is assumed that secondary-memory buffers exist, and prefetching from the secondary-memory can be done in overlap with computations.

Let the current stack be the stack containing the active subproblem with the smallest lower bound, and the solution stack be the stack containing the optimal solution. Stack \( S_j \) is defined to be smaller than stack \( S_k \) if \( j < k \), and larger than stack \( S_i \) if \( i > k \). Similar relationships hold for the buffers \( B_j \) and \( B_k \). Hence the current stack is also the smallest stack. An active stack is one that is larger than the current stack and has not been eliminated by lower-bound tests.

In the modified selection rule, a subproblem in the smallest nonempty main-memory buffer is chosen for expansion. Note that the main-memory buffer for the smallest-stack may be empty, and that the overhead may be too large to fetch and wait for a subproblem in the smallest stack from the secondary memory. In this case, the fetch should be initiated, but the expansion should proceed with any subproblem in the smallest nonempty main-memory buffer. This No-Wait Policy is based on the facts that the selection overhead is high and that the lower-bound heuristic may be fallible in guiding the search [37].

Let the incumbent be \( z \) and the allowance function be \( \epsilon \). Suppose that \( (z - \epsilon) \) lies in the range of \( S_i \). The modified lower-bound elimination rule eliminates all acceptable subproblems greater than \((z - \epsilon(z))\) are not eliminated immediately because the overhead of accessing them in the secondary memory is large, and \( S_i \) may be eliminated when a future incumbent is found. Subproblems in \( F_i \) that are larger than the incumbent will be eliminated when they are staged to the main memory during the expansion of \( S_i \). As a result, the lower-bound test has to be carried out on each selected subproblem before it is expanded. The modified B&B algorithm is summarized in Fig. 5.

More subproblems may be expanded in the modified B&B algorithm than in the conventional best-first search. Some subproblems in the solution stack \( S_r \), with lower bounds greater than the value of the optimal solution as well as some subproblems from stacks \( S_{r+1}, \ldots, S_{n-1} \) may be expanded due to the modified selection rule. These subproblems are never expanded in the conventional best-first search. The extra overhead of expanding these additional subproblems will be offset by the savings in waiting times due to page reads. Additional secondary-storage space to store subproblems that are not pruned immediately by the modified lower-bound elimination rule is also necessary in the modified B&B algorithm.

When one stack is used, the modified B&B algorithm is identical to a depth-first search; when infinitely many stacks are used, it is identical to a best-first search. In general, as the number of stacks increases, the number of expanded subproblems decreases and the secondary-memory overhead increases. The assignment of the stack boundaries and the number of stacks should be chosen to maximize the overlap between computations and secondary-memory accesses.

In Appendix B (B-20), we have derived an analytical expression for \( E[D(n)] \), the expected overhead for a given assignment of the stack boundaries when \( n \) stacks are used. By enumerating \( E[D(n)] \) over feasible assignments, the assignment that minimizes \( E[D(n)] \) for a given number of stacks can be obtained.
assigning stack boundaries is to divide the range of possible lower bounds into equal-width regions.

We have carried out extensive simulations for the modified B&B algorithm with a number of integer-programming and vertex-cover problems using analytical (AA) and equal-width (EWA) stack-boundary assignments. Some of these results are shown in Table III. The values for the overhead have been normalized with respect to \( h_\text{v} \), the mean computational time required to expand a subproblem. It can be seen that the performance of the heuristic and the analytical schemes are approximately the same.

These extensive simulations also suggest that for integer-programming and vertex-cover problems, three to four stacks should be used to minimize the overhead. This is clearly seen from Table III that shows the variations of overheads with respect to the number of stacks for a sample of integer-programming and vertex-cover problems. Moreover, an appropriate number of stacks and their boundaries can be predicted quite accurately for the given problem in general. However, stack assignments are problem dependent, and the analytical method proposed here can be used as a guideline to select the number of stacks and their boundaries before the given problem is actually solved.

In a virtual-memory implementation of the modified B&B algorithm, the stacks will have to be defined in virtual space, and the transfers of subproblems between the main and secondary memories are automatically managed by the operating system. The frame pool and its associated routines are no longer needed. However, it is unlikely that reads from the secondary memory to the main memory can be overlapped with computations, so the analysis of overheads must be altered accordingly. The analysis of such a scheme is very similar to that presented here and will not be shown.

V. Comparisons of Various Schemes

Extensive simulations have been performed to compare the various schemes proposed in this paper. The simulation programs were written in C language and were implemented on the DEC VAX 11/780 computer. The simulations took over one hundred hours of CPU time to complete. In the simulator, a main memory of 128 kbytes (10 percent of the virtual space) was assumed. Due to space limitation, only a sample of the simulation results are shown here [39].

Simulation results for two 20-variable, 20-constraint integer-programming problems are shown in Fig. 6. Each subproblem required a memory space of 1974 bytes. The logical file block size of the modified B&B scheme and the page size of the direct implementation were fixed to be 8 kbytes. For the modified virtual-memory scheme, a page size of 16 kbytes was used. The page access time was adjusted according to the assumptions that the disk has a mean seek time of 28 ms and a mean rotational delay of 8.33 ms, and that track capacities of 16 and 64 kbytes were used. These correspond to transfer rates of approximately 1 and 4 Mbytes/s, respectively. Only the case of three stacks were simulated for the modified B&B scheme. The overhead is defined as the completion time of the algorithm normalized by \( h_\text{v} \). For the range of \( h_\text{d}/h_\text{v} \) simulated, there is a two to fivefold reduction in the completion time for the modified B&B scheme as compared to any other search strategies. Other simulation results also exhibit a similar behavior.

Some simulation results for two 80-node vertex-cover problems are shown in Fig. 7. Each subproblem required a memory space of 330 bytes. The modified B&B algorithm for the vertex-cover problem performs almost identically as a depth-first search for these problems because the lower-bound function is very accurate in guiding the search.

In conclusion, although a best-first search minimizes the total number of subproblems expanded, it will not always be the most time-efficient search strategy on a two-level memory hierarchy because of the extensive memory space required. On the other hand, a depth-first search is space efficient but requires more computational overhead than that of the best-first search. The most time-efficient strategy will depend on both the disparity between the numbers of subproblems expanded under the best-first (\( n_{\text{bf}} \)) and depth-first searches (\( n_{\text{df}} \)), and the relative speeds of the main and secondary memories. In this paper, we have proposed a modified branch-and-bound algorithm that is a hybrid of the best-first and depth-first searches and have developed guidelines in choosing a suitable search strategy. These guidelines are summarized in Table IV.

This modified B&B algorithm [39] also compares favorably with IDA* [42], [43]. Both algorithms will find
the optimal solution if one exists. IDA* is optimal in space. Modified B&B uses more space than IDA* to avoid multiple expansions of nodes. Both algorithms are asymptotically optimal in time but neither algorithm gives the minimum completion time for a given problem. Both algorithms expand more nodes than best-first search. IDA* does multiple expansions of nodes. Modified B&B may expand nodes in the last stack with lower bounds greater than the optimal solution. The better algorithm depends on the problem and the choice of parameters for modified B&B.

Fig. 6. Simulation results for B&B algorithms on two 20-by-20 integer-programming problems. (Main memory size is 128 kbytes.)

Fig. 7. Simulation results for B&B algorithms on two 80-node vertex-cover problems. (Main memory size is 128 kbytes. The completion time for the modified B&B scheme is the same for both 16 kbytes/track and 64 kbytes/track in the second problem.)

<table>
<thead>
<tr>
<th>$\eta_{dfs} / \eta_{bfs}$</th>
<th>Relative Speed of Secondary Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>fast moderate slow</td>
<td></td>
</tr>
<tr>
<td>small</td>
<td>dfs dfs dfs</td>
</tr>
<tr>
<td>moderate</td>
<td>bfs/mbb mbb dfs/mbb</td>
</tr>
<tr>
<td>large</td>
<td>bfs bfs/bfs</td>
</tr>
</tbody>
</table>
algorithm in this paper illustrates one important characteristic of many nondeterministic search problems such as evaluating a logic program or searching for a good move in a chess game. These problems have an unpredictable number of tasks to be performed before the problem is solved. The nondeterminism arises because the search is guided by a fallible heuristic function that does not always lead in the right direction and results in backtracking when a wrong decision is made. Therefore, the strict adherence to the heuristic function may not always be rewarding, especially when the overhead of doing so is high and the heuristic function is not accurate in guiding the search. In this case, the adherence to the heuristic function should be relaxed. This method has been applied to design the modified selection rule in this paper and a parallel computer system for searching branch-and-bound trees [35], [37].

**APPENDIX A**

**EXPECTED NUMBER OF PAGE ACCESSES IN THE MODIFIED VIRTUAL-MEMORY SYSTEM**

Let \( n_m \) be the maximum size of the \( m \)-list. Replacement is initiated when there are \( n_m \) subproblems in the \( m \)-list. Let \( P_i, i = 1, \ldots, n_m, g(P_i) \leq \cdots \leq g(P_{n_m}) \), be the subproblems in the \( m \)-list. Similarly, let \( E_i, i = 1, \ldots, n_s, g(E_i) \leq \cdots \leq g(E_{n_s}) \), be the subproblems in the secondary memory. We can then define \( X_i = g(P_i) - g(E_i), j = 1, \ldots, n_m, \) and \( Y_k = g(E_k) - g(E_i), k = 1, \ldots, n_s \). It is assumed

1. that \( g(P_i) = g(E_i) \);
2. that \( X_i, i = 1, \ldots, n_m \) are iid random variables with an exponential density function \( f_1(x) = \lambda e^{-\lambda x} \);
3. that \( Y_j, j = 1, \ldots, n_s \) are iid random variables with an exponential density function \( f_2(y) = \lambda e^{-\lambda y} \).

Assumptions 2) and 3) have been verified experimentally to be gamma with \( \alpha < 1 \) for integer-programming and knapsack problems [38]. The exponential distribution is used here as an approximation. The phi subproblems selected for removal are \( P_{\phi, 1}, \ldots, P_{\phi, n_s} \), where \( X_{\phi, 1} = \nu \) and \( X_{\phi, n_s} = w \).

Let \( \omega \) be the number of subproblems in the secondary memory with \( \nu < Y_i \leq w \). The probability that \( \omega = m \) constitutes a binomial distribution.

\[
Pr \{ \omega = m \} = \binom{n_s}{m} \left( Pr \{ \nu < Y_i \leq w \} \right)^m (1 - Pr \{ \nu < Y_i \leq w \})^{n_s - m}
\]

where \( Pr \{ \nu < Y_i \leq w \} = \int_{\nu}^{w} \lambda e^{-\lambda x} dx \) according to Assumption 3). The expected value of \( \omega \), given that \( X_{\phi, 1} = \nu, X_{\phi, n_s} = w, n_s = n \) is

\[
E[\omega | X_{\phi} = \nu, X_{\phi, n_s} = w, n_s = n] = n \cdot Pr \{ \nu < Y_i \leq w \}.
\]  

(A-1)

Since \( n_s \) and \( Pr \{ \nu < Y_i \leq w \} \) are independent, (A-1) may be evaluated as

\[
E[\omega] = E[n_s] \int_{0}^{\infty} \int_{0}^{\nu} Pr \{ \nu < Y_i \leq w \} du dw
\]

\[
= E[n_s] \left( \frac{n_m \Gamma(n_m - \theta + 1 + \zeta)}{(n_m - \theta)! \Gamma(n_m + 1 + \zeta)} - \frac{n_m \Gamma(n_m - \theta + \phi + 1 + \zeta)}{(n_m - \theta - \phi)! \Gamma(n_m + 1 + \zeta)} \right)
\]

(A-2)

where \( \zeta = \lambda / \lambda_m \).

Assume that the \( \omega \) subproblems reside in \( R \) pages, and let \( Q_1, \ldots, Q_R \) be the numbers of subproblems in these \( R \) pages. It is further assumed that \( \omega \) are iid random variables with a uniform distribution between \((n_p/2) + 1 \) and \( n_p \), where \( n_p \) is the size of each page in subproblems. Since \( R \) is a stopping time for the renewal series \( Q_s \), renewal theory and Wald’s equation [29] give

\[
E[\omega] = E[R] E[Q]
\]

and

\[
E[R] = \frac{4}{3n_p + 2} E[n_s] \left( \frac{n_m^\nu}{(n_m - \theta)!} \Gamma(n_m - \theta + 1 + \zeta) \Gamma(n_m + 1 + \zeta) - \frac{n_m^\nu}{(n_m - \theta - \phi)!} \Gamma(n_m - \theta + \phi + 1 + \zeta) \Gamma(n_m + 1 + \zeta) \right)
\]

(A-3)

The derivation of the distribution function of \( R \) is extremely difficult. For mathematical tractability, the expected value of \( R \) will be used in the following analysis instead. Let the \( \phi \) subproblems be actually inserted into \( G \) of the \( E[R] \) pages. Assuming that these \( \phi \) insertions are uniformly distributed among the \( E[R] \) pages, \( K \), the number of subproblems inserted into any page, satisfies the binomial distribution.

\[
Pr \{ K = j \} = \binom{\phi}{j} \left( \frac{1}{E[R]} \right)^j \left( 1 - \frac{1}{E[R]} \right)^{\phi - j}
\]

The expected number of pages into which subproblems are inserted is

\[
E[G] = E[R] Pr \{ K \geq 1 \}
\]

\[
= E[R] \cdot \left| 1 - \left( 1 - \frac{1}{E[R]} \right)^\phi \right|.
\]  

(A-4)

\( H \) of the \( G \) pages will overflow and have to be split. A page containing \( q \) subproblems will be split if more than \((n_p - q)\) subproblems are inserted into it. Let \( \nu = \max \left( (n_p/2) + 1, n_p - \phi + 1 \right) \), \( \pi \), the probability that a page has to be split, is

\[
\pi = \sum_{q=\nu}^{n_p} Pr \{ \text{split page} \} \cdot Pr \{ Q = q \}
\]
\[ E[D_m] = (1 - \pi_m) E[D]. \quad (A-8) \]

The \( s \) subproblems generated by expanding a subproblem are inserted into the \( m \)-list. The size of the \( m \)-list increases by \( s \) when the subproblem expanded from the \( s \)-buffer, and increases by \((s - 1)\) when the subproblem expanded from the \( m \)-list (since the expanded subproblem has been deleted from the \( m \)-list and an empty slot is created). Equating the increase in the size of the \( m \)-list between two replacements to the fixed number of subproblems removed during a replacement, we have

\[
\phi = s \cdot E[D,] + (s - 1) \cdot E[D_m] = (s - 1 + \pi_m) E[D]
\]

and

\[
E[D] \approx \frac{\phi}{s - 1 + \pi_m}. \quad (A-9)
\]

Let the \( D \), subproblems be residing in \( T \), pages of the secondary memory, and let \( Q'_1, \ldots, Q'_t \) be the number of subproblems in each of these \( T \)-pages. \( Q'_t \) have the same distribution as the \( Q \). Since \( T \) is a stopping time for the renewal series \( Q'_t \), renewal theory and Wald's equation give \( E[D,] = E[T,] \cdot E[Q] \) or

\[
E[T,] = \frac{4E[D,]}{3n_p + 2} = \frac{4}{3n_p + 2} \frac{\pi_m \phi}{s - 1 + \pi_m}. \quad (A-10)
\]

\( E[T,] \) is the expected number of page accesses due to the loading of the \( s \)-buffer between two successive replacements.

From its definition, \( \eta \) may be written as

\[
\eta = \frac{E[T] + E[T,]}{E[D]} \quad (A-11)
\]

Substituting \((A-6), (A-9), \) and \((A-10)\) into \((A-11)\) yields

\[
\eta = \frac{s - 1 + \pi_m}{\phi} \left( \frac{4}{3n_p + 2} \frac{\pi_m \phi}{s - 1 + \pi_m} \right)
\]

\[
+ \frac{6(n_p + 1 - \nu)}{n_p} + \frac{6}{n_p} \sum_{j=0}^{\nu} (n_p - \nu - j) \left( \frac{\phi}{E[R]} \right)^j \left( 1 - \frac{1}{E[R]} \right)^{\nu - j} \left( 1 - \frac{1}{E[R]} \right)^{\nu - j} E[R] \left( 1 - \left( \frac{1}{E[R]} \right)^{\nu - j} \right). \quad (A-12)
\]

**APPENDIX B**

**EXPECTED OVERHEAD FOR THE MODIFIED B&B ALGORITHM**

This is based on the wall model [34], [36] of a best-first search. In this model, the front wall represents the lower bound of the subproblem being expanded, while the back wall represents the incumbent. These values are norm-
normalized by the lower bound of the initial problem, \( g(P_0) = g_0 \). For any subproblem \( P_j \), let \( \Delta(P_j) = g(P_j) - g_0 \). Initially, the front wall is at \( \Delta(P_0) = 0 \), and the back wall is at infinity. The front wall always moves to the right in a best-first search as the lower bound of a subproblem is always greater than that of its parent. The back wall always moves to the left and moves to \( \Delta(P_j) \) when a better feasible solution \( P_j \) is generated. Successive subproblem expansions cause the front and back walls to approach each other, and the process terminates when the two walls meet.

When the front wall is at position \( x \), let \( N(x) \) and \( M(x) \) denote the numbers of expanded and generated subproblems, respectively. It is assumed that the difference between the lower bounds of a subproblem and its parent subproblem is an exponential random variable with density function, \( f_\lambda(y) = \lambda e^{-\lambda y} \) (this distribution has been verified experimentally to be gamma with \( \alpha < 1 \) for integer-programming and knapsack problems [34], [36]; the exponential distribution is used here as an approximation). Further, each subproblem expanded is assumed to generate \( s \) subproblems. The expected value \( N(x) \) has been shown before [34], [36] to be

\[
E[N(x)] = \frac{s}{s+1} e^{\lambda s^{-1} x} - \frac{1}{s+1} \quad (B-1)
\]

and

\[
M(x) = sN(x) + 1. \quad (B-2)
\]

Let \( Z_1, \ldots, Z_{N(x)} \) be iid random variables with distribution \( F_z(z | x, x \geq z) \). Suppose that \( Z_1 \) has value \( z_1 \), and, without loss of generality, let \( z_1 \leq \cdots \leq z_{N(x)} \). As the \( N(x) \) expanded subproblems are independent of each other, it is assumed that \( Z_1 \) is stochastically identical to \( \Delta(P_j) \). The expected number of expanded subproblems that have values not greater than \( z, z < x \), is \( E[N(z)] \), where

\[
N(x) F_z(z | x, x \geq z) = E[N(z)]. \quad (B-3)
\]

Substituting (B-1) into (B-3),

\[
F_z(z | x, x \geq z) = \frac{(s e^{\lambda s^{-1} x} - 1)}{(s+1) N(x)}. \quad (B-4)
\]

Differentiating (B-4) yields the density function, \( f_z(z | x) \).

\[
f_z(z | x, x \geq z) = \frac{s \lambda e^{\lambda s^{-1} z}}{N(x)} \quad (B-5)
\]

Let \( \Pi_j, j = 1, \ldots, N(x) \) be the \( N(x) \) expanded subproblems and \( \Psi_k, k = 1, \ldots, M(x) \) be the \( M(x) \) generated subproblems when the front wall is at \( x \). Suppose that \( \Psi_k \) is generated by the expansion of subproblem \( \Pi_j \), and that \( I_k \) is the increase in lower bound due to this expansion. Then,

\[
\Delta(\Psi_k) = \Delta(\Pi_j) + I_k = Z_j + I_k. \quad (B-6)
\]

\( \Delta(\Psi_1), \ldots, \Delta(\Psi_{M(x)}) \) will be iid random variables, as both \( Z_1, \ldots, Z_{N(x)} \) and \( I_1, \ldots, I_{M(x)} \) are sets of iid random variables. Let \( \gamma_i(x) \) be the probability that \( \Delta(\Psi_k) \), \( k = 1, \ldots, \Delta(\Psi_k) \) lies within the range of Stack \( i \), that is, \( \Delta(\Psi_k) \leq \Delta(\Psi_j) \leq \Delta(\Psi_{j+1}) \) when \( i = 1 \) and \( \Delta(\Psi_k) \) when the front wall is at \( x \). By (B-6) and the assumption that \( I_k \) is an exponentially distributed random variable, \( \gamma_i(x) \) for given \( Z_j \) is

\[
(\gamma_i(x) | Z_j = z) = \int_{y = z}^{\Delta(\Psi_{j+1}) - \Delta(\Psi_j)} \lambda e^{-\lambda y} dy = \left( e^{-\lambda(\Delta(\Psi_j) - \Delta(\Psi_j))} - e^{-\lambda(\Delta(\Psi_{j+1}) - \Delta(\Psi_j))} \right) e^{\lambda z}. \quad (B-7)
\]

Unconditioning (B-7) and applying (B-5), we have

\[
\gamma_i(x) = \int_{z = 0}^{\Delta(\Psi_j) - \Delta(\Psi_j)} (e^{-\lambda(\Delta(\Psi_j) - \Delta(\Psi_j))} - e^{-\lambda(\Delta(\Psi_{j+1}) - \Delta(\Psi_j))}) \frac{s \lambda e^{\lambda s^{-1} z}}{N(x)} dz = \frac{1}{N(x)} \left( e^{-\lambda(\Delta(\Psi_j) - \Delta(\Psi_j))} - e^{-\lambda(\Delta(\Psi_{j+1}) - \Delta(\Psi_j))} \right) e^{\lambda x}. \quad (B-8)
\]

Of the \( M(x) \) generated subproblems, the expected number of subproblems in the region \( [u_r - g_0, u_r + 1 - g_0] \) is

\[
E[W_i(x)] = M(x) \gamma_i(x) = sN(x) \gamma_i(x). \quad (B-9)
\]

Substituting (B-8) into (B-9) yields

\[
E[W_i(x)] = (e^{-\lambda(\Delta(\Psi_j) - \Delta(\Psi_j))} - e^{-\lambda(\Delta(\Psi_{j+1}) - \Delta(\Psi_j))}) e^{\lambda s^{-1} x}. \quad (B-10)
\]

Suppose that \( s_{opt} \) is the value of the optimal solution and that \( S_r \) is the solution stack (i.e., \( u_r < s_{opt} \leq u_{r+1} \)). Let \( E[q | r] \) be the expected number of expanded subproblems when the algorithm terminates with the optimal solution in \( S_r \). In the modified B&B algorithm, \( S_r \) is expanded in a LIFO fashion so the number of expanded subproblems when the algorithm terminates will be greater than \( N(s_{opt}) \). It is extremely difficult to model the LIFO expansion of subproblems in \( S_r \). Moreover, \( s_{opt} \) is unknown before the problem is solved. A possible simplification is to assume that all subproblems in \( S_r \) are expanded. Then

\[
E[q | r] = E[N(u_{r+1} - g_0)]
\]

\[
= \frac{s}{s+1} e^{\lambda s^{-1} (u_{r+1} - g_0)}. \quad (B-11)
\]

Let \( \pi_r \) be the probability that \( S_r \) is the solution stack. The value of the optimal solution is assumed to be uniformly distributed over the range \( [g_0, s_{opt}] \). This assumption is very difficult to verify and is made here for mathematical tractability. For a problem with real-valued solutions,

\[
\pi_r = \frac{u_{r+1} - u_r}{s_{opt} - g_0}. \quad (B-12)
\]

Similarly, for a problem with integer-valued solutions,

\[
\pi_r = \left( \frac{u_{r+1}}{s_{opt}} - \frac{u_r}{g_0} \right). \quad (B-13)
\]

\( E[\tau] \), the expected computational overhead, is
where \( h_r \) is the mean computational time for expanding a subproblem.

Only the secondary-memory overhead due to the transfer of subproblems will be considered in this analysis. Each frame holds \( n_p \) subproblems, and no more than \( n_m \) frames are allowed in the main memory. \( n_0 \) of these frames are reserved for the current stack to be used in a depth-first expansion.

Let \( m_i \) be the number of subproblems in \( S_i \) when it becomes either the current stack or an eliminated stack. Equation (B-10) may be used to derive an approximate expression for \( E[m_i \mid r] \), the expected value of \( m_i \) given that \( S_i \) is the solution stack. For \( 1 \leq i \leq r, m_i \) is the number of subproblems in \( S_i \) when it becomes the current stack. The approximation that \( E[m_i \mid r] \approx E[W_i(u_i - g_0)] \) can be used if few subproblems in \( S_i \) have been chosen for expansion prior to \( S_i \) becoming the current stack. For \( (r + 1) \leq i \leq (n - 1), m_i \) is the number of subproblems in \( S_i \) when \( S_i \) is eliminated. If no stacks are eliminated prior to the generation of the optimal solution, then \( E[m_i \mid r] \approx E[W_i(u_i + g_0)] \). This is a good approximation when the number of feasible solutions generated is small, such as the integer-programming and vertex-cover problems. Thus,

\[
E[m_i \mid r] = \begin{cases} 
E[W_i(u_i - g_0)] & \text{for } 1 \leq i \leq r, \\
E[W_i(u_i + g_0)] & \text{for } (r + 1) \leq i \leq (n - 1), \\
\left( e^{-\lambda(u_i - g_0)} - e^{-\lambda(u_i + g_0)} \right) s e^{\lambda(u_i - g_0)} & \text{for } 1 \leq i \leq r, \\
\left( e^{-\lambda(u_i - g_0)} - e^{-\lambda(u_i + g_0)} \right) s e^{\lambda(u_i + g_0)} & \text{for } (r + 1) \leq i \leq (n - 1). 
\end{cases}
\]

(B-15)

Once \( S_i \) becomes the current stack, subproblems in \( S_i \) are expanded in a depth-first fashion. Since \( n_p \) frames have been reserved for the current stack, subproblems pushed onto the current stack are not written to the secondary memory. Also, no subproblems will be pushed onto a stack once it has been eliminated. Thus, \( m_i \) is the maximum number of subproblems in Stack \( S_i \) that will be written to the secondary memory.

Denote the equivalent number of frames in \( S_i \) by \( b_i \). Its expected value given the solution stack \( S_i \) is

\[
E[b_i \mid r] = E[m_i \mid r].
\]

(B-16)

Let \( c_i \) be the number of frames allocated to \( B_i \), when \( S_i \) becomes either the current stack or an eliminated stack. If \( 1 \leq i \leq r \), and no stack has been previously eliminated, then there will be \((n - i - 1)\) nonempty buffers that occupy frames when this occurs. Similarly, if \((r + 1) \leq i \leq (n - 1)\), and no stack has been eliminated prior to the generation of the optimal solution, there will be \((n - r - 1)\) buffers occupying frames. Since subproblem expansions are assumed to be independent, the number of frames allocated to each buffer will be proportional to the number of subproblems in the corresponding stack. The expected value of \( c_i \) when the solution stack \( S_i \) is known can be expressed as

\[
E[c_i \mid r] = \begin{cases} 
\left( e^{-\lambda(u_i - g_0)} - e^{-\lambda(u_i + g_0)} \right) s e^{\lambda(u_i - g_0)} (n_m - n_0) & \text{for } 1 \leq i \leq r, \\
\left( e^{-\lambda(u_i + g_0)} - e^{-\lambda(u_i - g_0)} \right) s e^{\lambda(u_i + g_0)} (n_m - n_0) & \text{for } (r + 1) \leq i \leq (n - 1), \\
\sum_{j = \min(r + 1, i + 1)}^{n_p} \left( E[b_j \mid r] \right) & \text{for } (n + 1) \leq i \leq (n - 1).
\end{cases}
\]

(B-17)

The equivalent of \((b_i - c_i)\) frames of subproblems will be written into file \( F_i \). These subproblems will eventually be read back into the main memory only if \( S_i \) becomes the current stack, and will be discarded if \( S_i \) is eliminated. Thus the expected secondary-memory overhead for \( S_i \), given the solution stack \( S_i \), will be

\[
E[d_i \mid r] = \begin{cases} 
0 & \text{for } i = 0, \\
2\left( E[b_i \mid r] - E[c_i \mid r] \right) h_d & \text{for } 1 \leq i \leq r, \\
\left( E[b_i \mid r] - E[c_i \mid r] \right) h_d & \text{for } (r + 1) \leq i \leq (n - 1).
\end{cases}
\]

(B-18)

where \( h_d \) is the overhead for each page read. Unconditioning the solution stack \( S_i \), yields

\[
E[t_d] = \sum_{i = 0}^{n - 1} \sum_{r = 1}^{n_p} E[d_i \mid r] \pi_r.
\]

(B-19)
The expected overhead for \( n \) stacks and a boundary assignment \( \{n_0, \ldots, n_n\} \) is

\[
E[D(n)] = \max \{E[t_c], E[t_d] \}. \tag{B-20}
\]
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