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ABSTRACT

We propose a unified optimization method called window protocol for a class of CSMA and
CSMA /CD protocols, which include the adaptive-tree-polling protocols, the urn protocols. the
priority-access protocols, the arrival-time-window protocols, and the virtual-window protocol.
Window protocols have the following features. First, each contending station in the network
generates a contention parameter, and the channe! will be allocated 10 one that generates the
minimum. Second, a global window is maintained at every station to indicate the upper and
lower bounds on the minimum. Lastly, a distributed window-control scheme is used to update
tbegbbalmndowsothalﬁemmmumnumqudylsohwdmtbeglobﬂumdwwhmthe
contention terminates. Based oa this characterization, window protocols can be implemented
by a distributed minimum-search procedure and optimized by a unique optimization method.
‘The average overbead 10 resolve contentions for each transmitted packer is minimized by
incorporating the channel load and the distribution of contention parameters into a dynamic
programming formulation. Heuristic metbods 1o set the windows and fast hardware implemen-
tation are also discussed.

<

*This research was paruall\ supported by Nationa! Science Foundaton Grant MIPS
85-19649 and Telec ion R ch Program of Northwestern University.

CElsevier Science Publishing Co.. Inc. 1989
655 Avenue of the Americas, New York, NY 10010 . Q02G40255/89/%03.50

oo apoQoERLAa AONAS AT ® O o - O e

£ Q



253

muersity,

nce Laboratory,

lass of CSMA and
urn protocols, the
-window protocol.
0 in the network
that generates the
ate the upper and
is used to update
window when the
1 be implemented
mization method.

is minimized by
s into a dypamic
‘dware implemen-

B

on Grant MIPS
sity.

49255 /%9/503.50

254 JIE-YONG JUANG AND BENJAMIN W. WAH

1. INTRODUCTION

In this paper we present 2 unified contention-resolution algorithm for the
CSMA [22] and CSMA /CD {26) types of networks. These networks are
characterized by a packet-switched random and multiple access channel. Every

A station in the network is acrive if it has a packet to transmit, and idle
otherwise. Idle stations have no information on the status of others and may
become active randomly. A contention-resolution protocol is used to resolve the

can be made either independently by individual stations or cooperatively
among competing stations. In a cooperative contention-resolution algorithm, a
subset of the active stations are enabled to transmit. The ternary-feedback
collision-detection mechanism at each station determines whether there is no,
one, or more than one active station in the enabled set, If the enabled set

The efficiency of a contention-resolution algorithm depends on the proper
choice of the set of enabled active stations (o transmit in each contention slot.

g
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To minimize the contention overhead, the subset polled must be small when the
traffic is heavy and large otherwise. Extensive research has been conducted to
determine the proper polling set. Protocols developed for networks of finite
population include the urn protocols (23, 27), adaptive tree-polling protocels
{4, 5, 6, 15, 17, 40), window protocols based on Markovian decision processes
[18], and a polling scheme based on group testing {37, 3]. There are also many
protocols developéd for networks of infinite population. Among them are the
arrival-time-window protocol proposed by Gallagher [12, 13] and subsequently
improved by Mosely and Humblet [30, 31] to achieve the highest throughput so
far. The same throughput was also achieved in the protocol developed by
Tsybakov and his colleagues in the USSR [42, 41, 43]. Alternatively, various
bounds on throughput of infinite-population networks were established to
predict the maximum achievable throughput of a multiaccess channel {34, 10,
29, 16}. Note that the upper bound on throughput of a finite-population
network is one, since a perfect scheduling can always be achieved under heavy
traffic.

The major consideration in designing good contention-resolution protocols
centers on the tradeoff between the amount of history information to be used in
making retransmission decisions and the corresponding performance. It is
desirable to have the best performance with only a tolerable amount of history
information. When the entire history is modeled as a Markovian process, the
throughput is maximized, but the real-time computational overhead is high. On
the other hand, when little history information is used, the performance is
load-dependent and is not satisfactory when the channel load is heavy.

In this paper, we focus on cooperative contention-resolution algorithms, in
particular, the class of window protocols. We unify window protocols into a
minimum-search procedure and optimize these protocols by a unique method.

for each packet sent so that this overhead is load-independent (not necessarily
maximizing the throughput). By applying a common optimization algorithm
and using identical inputs (information collected from broadcasts on the
channel), each station is able to make the retransmission decision in a dis-
tributed fashion. The amount of dynamic history information needed is mini-
mal and can usually be derived from information broadcast on the channel
without any additional overhead.

In Section 2, the class of window protocols is characterized, and a dis-
tributed minimum-search procedure that provides a unified framework in this
class is proposed. Optimizing this procedure by dynamic programming is also
discussed. In Section 3, many protocols are shown o0 be members of the
window protocols. These protocols are first briefly reviewed, and their map-
pings to the window protocols are then described. Section 4 shows the numeri-
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cal evaluation of the proposed unified optimization scheme and the associated
simulation results. Limitations of the proposed schemes are also discussed.
Heuristic schemes and efficient hardware implementations are studied in Sec-
tion §.

2. WINDOW PROTOCOLS
2.1. STRUCTURE OF THE WINDOW PROTOCOLS

Window protocols discussed in this paper are characterized by the following
properties. (1) Each active station is associated with a contention parameter
that satisfies a complete linear ordering relation. (2) The channel is allocated to
the station with the minimum contention parameter. (3) Stations enabled to
transmit in each step of contention form a convex set in the contention-parame-
ter domain. (4) The enabled set is determined in a distributed fashion and
uniquely isolates the minimum when contentions terminate, To carry out the
last step, each station is assumed to use information broadcast on the bus and
apply an identical control algorithm to determine the enabled set. The resem-
blance of a convex set in a linear domain to an open window suggests the name
window protocols. The domain of contention parameters can be either continu-
ous or discrete, the distributions of contention parameters can be station-
dependent or station-independent, and a discrete domain can be finite or
infinite. Hlucyj’s window protocols 18] are in a discrete finite domain, while
Gallagher’s window protocol {12] is in a continnous domain.

According to the characteristics outlined above, the contention-resolution
algorithm of a window protocol is essentially a procedure to find the minimum
among a set of distributed random numbers representing the contention param-
cters generated by the active stations. The minimum can be searched by the
following search procedure. Suppose that the set of nonidentical contention
parameters is [x,,..., x,] in the interval (L,U}, and y, <y < --- <7y, repre-
sent the sequence of x;'s sorted in ascending order. To search the minimum, an
initial window is chosen with the lower bound at L and the upper bound at w,

~ between L and U. There can be zero, one, or more than one y; in this window.

If there is exactly one number in this window, then it. can be verified as the
minimum, y,. Otherwise, the window has to be updated. If the window
contains no y,, then the window has to be moved. The search is repeated with a
window such that the lower bound is set at w;, and the upper bound at w,
between w; and U. In contrast, if the window contains more than one y;, then it
is reduced to a smaller size by choosing a new window with a lower bound at L
and an upper bound between L and wy.
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In general, in the ith iteration, if the station containing the minimum has not
been uniquely identified and the interval containing the minimum is (L.,U],
then the window used in the th iteration is (L;, w;], where L, <. < . Stations
with contention parameters inside the window are allowed to transmit. There
are three possible outcomes. First, if a successful transmission is detected by the
collision-detection mechanism, then the station containing the minimum is
identified, and the contention-resolution process stops. Second if the collision-
detection mechanism detects no transmission, then (L1, U, ). the interval
containing the minimum to be used in the (i + 1)th iteration, is updated to be
(w;, Y] Lastly, if the collision-detection mechanism detects collision, then
(Li+1,U41) is updated 1o be ( L;,w;]. Since the giobal window is updated in
such a way that there is no contention parameter falling below its lower bound,
the contention-resolution process is correct, and when it stops, the station
containing the minimum is always identified.

Figure 1 illustrates the steps involved in the minimum-search procedure.
Initially, five stations are active, and they sense that the channel is free. Each of
them generates a random contention parameter in (L, U], sets the window as
(L,w,), and transmits in the next contention slot if its contention parameter
falls in the window.- Stations 3 and 5 are eliminated in the first iteration. As
stations 1, 2, and 4 transmit, collision is detected. The stations reduce the upper
bound of the interval to w; and set the window to ( L,w]. The windows
generated are identical for all stations, as they use identical window-control
algorithms and observe the same channel feedback. In the second iteration, no
transmission is detected because all contention parameters are outside the
window. The lower bound of the interval is set at wy, and all stations set the
windows as (wy, ws). In the third iteration, successful transmission is detected,
and the process terminates.

2.2, OPTIMIZATION OF WINDOW CONTROL

A successful transmission in a CSMA network is preceded by a contention
period. The length of a contention period is measured by the number of
contention slots expended before the station containing the minimum con-
tention parameter is identified. Since the duration of a contention slot is
installation-dependent, minimizing the overhead in each contention period is
equivalent to reducing the number of contention slots in a contention period.
To this end, the window used in each step of the contention-resolution process
must be chosen properly. If a large window is used, then the probability of
collision is high. In contrast, a small window size increases the probability of no
transmission. In cither case, further contentions arc needed.
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Fig. 1. An example to illustrate the updates of the giobal window to isolate the station with
the minimum contention parameter (braces indicate windows used in different steps).

Various static and dynamic information can be employed in the window
control. Generally, the more the amount of information is used, the higher is
the throughput. The most commonly used information include the channel load
and the way that the stations are organized. The fact that stations in a
finite-population network can be organized into a tree structure leads to a
higher possible throughput than that of an infinite-population network. On the
other hand, dynamic information such as channel load is difficult to maintain
in a network environment. A long-term average is used in most existing window
protocols because it requires less frequent updates. However, there may be
transient changes in channel load, and an optimization with respect to the
average load may have an adverse effect on performance.

In this section, the optimal window control that minimizes the average
number of contention slots is formulated into a recursive equation such that
dynamic programming techniques can be applied to obtain the optimal se-
quence of windows. A window that minimizes the expected number of con-
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tention slots in a contention period depends not only on the probability of
success in the current slot, but also on the number of future contention
iterations in case that transmission is unsuccessful in the current slot. The
following notation is first defined:

C(a,b,n): minimum expected number of iterations to resolve the con-
tention given that there are n contention parameters in (a, U}
and that collision occurs in the current window (a, b];

g(w, a, b, n): probability of success in the next iteration if a window of (a, w},
a<w<b, is used;

l(w, a,b,n): probability of collision in the next iteration if a window of
(a,w], a<w<b, is vsed;

r(w,a,b,n):. probability of no transmission in the next iteration if a window
of (a,w], a<w<b, is used. ‘

It follows directly from the above definitions that
(w,a,b,n)+g(w,a,b,n)+r(w,a,b,n)=1. (2.1)

As the principle of optimality is satisfied, the problem of minimizing the
expected total number of iterations is reduced to that of finding w which
minimizes the expected number of future iterations should collision or no
transmission be detected in the current iteration. It can be formulated recur-
sively as follows:

C(a,b,n) "aggllb{1+0-g(w,a,b,n)+C(a,w,n)-l(w,a,b,n)

+C(w,b,n)-r(w,a,b,n)}. (2.2)

The probabilities g(w, a, b, n), {(w, a, b, n), and r(w, a, b, n) can be derived
from the distributions of contention parameters and the state of contention.
When transmission experienced a collision, it can be determined that at least
two of the x,’s li¢ in (a, b] and that no x; is smaller than a. This condition is
designated as event A:

A= {at least two x,’s are in ( a, b], given that all x,’s are in (a,U]} -
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Suppose that the window is reduced to (a,w}, @ <w < b, in the next iteration.
Three mutually exclusive events corresponding to the three possible outcomes
of the contention process can be identified:

B = { exactly one of the x,’s is in ( a, w], given that all x;’s are ih(a,U]};
C = {no x, isin (a,w], given that all x;’s are in (a, U] };

D = {more than one of the x;’s are in (a, ], given that all x;’s are in(a,U}}.

From these events, the probabilities can be expressed as

Pr{ AN B}

g(w,a,b,n) =Pr{ B|A} SW,

Pr{ANC)

r(w,a,b,n) =Pr{C|A} =~F{4)

The set AN B represents the event that exactly one of the x,'s is in (a, w], that
at least one x; is in (w, b}, and that all others are in (w,U). The set ANC
represents the event that at least two x,’s are in (w, b}, given that all x;’s are in
(w,U].

Let F(x) [fi(x)] be the distribution [density] function that governs the
generation of x;, 1 <i < n, where n is the number of contending stations. Event
A occurs with probability

ﬂ[x-n@)k i:l {[Ff(b)—ﬁ-(a)l ,lfll[l- ”;(b)]} ~i1':]l[1—ﬁ(b)]

j=i

Pr(A4) =

ﬁ[l—f:(aﬂ
(2.3)

The first and last terms of Equation (2.3) are the probabilities that all x;’s are
greater than a and b, respectively. The second term is the probability that
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exactly one of the x,’s is in the window (a, b). Similarly.

i {[F,(w)— F(a)]- i [1-F0)]- I'_'Illl- F(»)] \»

il J=1 )
AL k)

Pr(A)I_—[l(l—ﬁ(a))

g(w.a.b.n) = (2.4)

Q(l—ﬁ(w»— Z. [E(b)-ﬁ("’)]_l:ll[l*ﬁ(b)] —I:Il[l—F.(b)]
=i

r(w,a,b,n)=

pea) [111- £(a)]
(2.5)

From Equations (2.1), (2.2), (2.4), and (2.5), an optimal window for the next
contention slot can be derived once n, the channel load, and the F(-)’s, the
distributions of contention parameters, are known. Methods for estimating the
channel load and distributions will be discussed in the next section.

The above optimization scheme minimizes each contention period indepen-
dently. Therefore, it does not necessarily achieve the optimal throughput as in
some schemes that keep track of every contention step {37, 3]. However, it has
many advantages in a practical implementation: (1) It can adapt to instanta-
neous variations in channel load, since it is optimized with respect to the
channel’s instantaneous load rather than the average over a long period. (2) It
utilizes the distributions of contention parameters to model the packet arrival
processes; hence it is more general than schemes with the Poisson-arrival
assumption. (3) It is independent of the type of distributions and hence can be
applied to all window protocols. (4) It is a tractable combinatorial optimization
problem instead of a complicated stochastic one.

Note that the optimization in Equation (2.2) depends on n, the instanta-
neous channel load, and not on N, the total number of stations in the network.
Hence the model can be defined for an infinite-population network. However,
when the distributions to generate the contention parameters are station-depen-
dent, it would be very difficult for each station to know the n distribution
functions used in the n active stations to generate the contention parameters
without any global broadcast. For a realistic implementation, when the distri-
butions are station-dependent, all active and idle stations in the network should
participate in the contention-resolution process. In other words, the model can
only be applied to a finite-population nejwork.
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" To have a practical implementation, the protocol also requires that the
distribution functions be sufficiently stable and time-invariant. Further, as not
all transient parameters are considered in the optimization, the protocol is
suboptimal and cannot maximize the channel throughput.

3. UNIFICATION OF EXISTING WINDOW PROTOCOLS

In this section, many notable CSMA (and CSMA /CD) protocols are shown
to be members of the family of window protocols. The contention parameters
that characterize these protocols are identified, and the distributions that
govern the generation of contention parameters are derived. Methods for
estimating the channel load are also presented. The computational efficiency of
various methods will be discussed in the next section.

3.1. ADAPTIVE-TREE-POLLING PROTOCOLS

This series of CSMA protocols were developed for finite-population net-
works. In these protocols, stations are organized into a tree such that each leaf
of the tree is associated with a station in the network. An enabled set to
contend in a contention slot is identified as the leaves of a subtree that are
determined by a preorder tree-traversal algorithm. The search begins at the
root, and ail active stations can transmit in the first contention slot. If a
collision occurs, then the search continues recursively from the leftmost subtree
to the rightmost subtree in the following contention ‘slots. The search is
successful when a single active station that is isolated in a subtree contends in a
contention slot without collision. After the packet is transmitted, the next
contention slot is reserved for the next subtree in the preorder search.

To achieve better performance, the size of initial enabled subtree should be
chosen according to the channel load. It should be small if the channel load is
high and large if the channel load is low. To this end, the nonterminal nodes of
the tree may have different degrees under different traffic conditions.
Capetanakis proposed a recursive scheme to construct a tree that maximized the
channel efficiency with respect to Poisson arrivals [4-6]. The packet arrival rate
was assumed to be known, and the search tree was reconstructed when the rate
changed. Since subtrees are remembered for subsequent contention periods, the
throughput of Capetanakis’ protocol can be higher than our proposed protocol.
However, his protocol does not ‘allow new arrivals to contend immediately,
while our proposed protocol does.

To transform an adaptive-tree-polling protocol into a window protocol, the
leaves of the tree are first labeled from 1 to N, with the origin at 1. Every active
station will generate a contention parameter equal to its label, while an idle
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station generates a large contention parameter, say N + 1, which will never be
enabled by the protocol. The objective in the current contention period is to
find the station with the smallest contention parameter. This is equivalent to
finding the active station with a contention parameter closest to the origin.
After the current contention period, the Iabels of all stations are rotated so that
the next station in the preorder search of the adaptive-tree-polling protocol
becomes the new origin. '

At any instant, the contention parameter generated by station / is either i or
N +1; hence the distribution function that governs the generation can be
formulated as follows:

0 k<i ‘
F(k) = { Pr{ith station is active} ig<k<N (3.1
0 k>N.

It is necessary to express this distribution function in terms of a measurable
parameter indicating the channel load.

Let p be the probability that an idle station becomes active in a unit of time,
and « be the clapsed time since the ith station was enabled to transmit
previously. Then

Pr{ ith station is active| p,1,} =1—(1- p)". (32)

The probability p may be expressed as a function of N, the total number of
stations in the network, and n, the expected number of stations that will have
transmitted when the window has circumscribed over all the stations once. The
ration n/N is an indicator of the channel load, which is known to every

station. Likewise, the 1,’s are dynamic parameters, which should be known to.

all stations. If it takes 6, units of time to transmit n packets, then the next
station allowed to transmit must have been waiting for 8, units of time. Hence
the probability of a station becoming active after n packets have been transmit-
ted is 1 (1 — p)*. Denote the status of the ith station by a random number X,
whose value is one if the station is active and zero otherwise. By this definition,

P(X, =1|n) =1-(1~ p)*. (33)
It follows immediately that n may be expressed in terms of the X’s as
N
n=E[ )} x]-A'Pr(Jc=11n) =N[1-(1-p)"],  (39)
i=1

where E[-] is the expected value. If the packet transmission time is fixed and
equal to the collision-detection time, then @, =cn, where ¢ is the average
number of contention iterations to resolve a contention. (In case that the
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collision-detection time is much smaller than a packet transmission time, then
6, = n.) Therefore, the following relation holds:

N[1-(1-p)"] =n. (3.5)
Solving Equation (3.5) yields

p-1—(1-—"ﬁ)w. | (3.6)

From Equations (3.1), (3.2), and (3.6), we obtain the distribution that governs
the generation of contention parameters in the ith station as follows:

0 k<i,
,/en
F()={1-(1-%)"" i<k<n, (3.7)
1 k> N.

The variables ¢; and n in Equation (3.7) change as time evolves. To keep
track of these variables, an N-bit register can be used at every station to record
the status of all stations during the last circumscription of the window with
respect to the current origin. The register is updated as the window moves from
station to station. After a contention has been resolved, the station that won the
contention is taken as the only active station among those enabled during this
contention period. The bit corresponding to this active station is set to one, and
those corresponding to idle ones are set to zeros in the enabled set. According
to this updating scheme, n is the total number of bits set to one in the register,
and the elapsed time of a station since last enabled is proportional to the
number of bits set to one between this station and the current origin.

In the above scheme, in which all 1,’s are computed with respect to the last
circumscription of the window and the current origin, the real-time computa-
tional overhead to. compute the windows in each contention slot is high.
However, it is not feasible to compute the windows at design time and to look
them up in real time, because there are 2¥ combinations of possible states of the
stations. Further, the merits of using only the state in the last circumscription of
the window are questionable. To use the states of more than one circumscrip-
tion of the window may not be practical. We propose a more efficient
approximate scheme below.

In the approximate scheme, n is accumulated in a counter in each station,
say i, as the long-term average of the number of packets transmitted between
two points of time at which station i was enabled. The discrepancies in the
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values of n accumulated in different stations are small, since the long-term
average is used. To compute ,, it is assumed that the n packets transmitted in
one circumscription of the window are wuniformly distributed among the N
stations. The probability that a packet was transmitted by one of the stations
whose label is greater than i is (N — i)/N. The number of packets transmitted
by this set of stations in one circumscription of the window has an incomplete
binomial distribution. To compute the expected 7, it is necessary to know the
minimum and the maximum number of stations that could have transmitted
when the window has moved from station i to the current origin. The maxi-
mum cannot exceed either n or N —i, and the minimum cannot be less than
either 0 or n — i. Thus the probability that k out of n packets are transmitted
by stations whose labels are greater than i is

(k)(%—) (1_%)n_k
5 (;)('Izﬁ‘)](l-N_;_{)"-;

J = max(0,n i)

max(0,n—i) <k < min(n,N—i). (3.8)

Substituting Equation (3.8) into Equation (3.7), the distribution function for
station i, 1 €i< N, to generate its contention parameter is’

0, j<i
(-mr'(:u( . nk i )/en .
F(j)= 1—(1—7-) et i< j <N, (3.9)
L, Jj>N.

In the approximate scheme, there are only N +1 possible values for n, and

the sequence of windows used in each case can be computed at design time.

This will be discussed in more detail in Sections 4 and 5.

3.2. URN PROTOCOL

The urn protocol proposed by Kleinrock and Yemini [23] and improved by
Mittal and Venetsanopoulos [27] is another finite-population window protocol.
It assumes that n out of N stations are active and applies the urn model in
probability theory to find the best estimate of the number of stations to be
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enabled such that the probability of having exactly one active station in the
enabled set is maximized. An enabled set -is further divided into two equal
subsets if it contains more than one active station. In applying the urn model,
active stations are assumed to be uniformly distributed over the stations. The
uniform distribution can be maintained by having a synchronized pseudoran-
dom-number generator at each station, and the stations to be enabled are
determined by a random sequence. The major problem in this approach is the
synchronization of multiple random-number generators.

Alternatively, a rotating-window approach was proposed in which the initial
window size was determined by the urn model. This approach is similar to the
adaptive-tree-polling protocol in the sense that the stations are enabled sequen-
tially in the spatial domain. However, due to the round-robin service discipline,
those stations closer to the origin of the window have a longer elapsed time
since last enabled, and thus a higher probability of becoming active. Conse-
quently, the active stations are no longer uniformly distributed over the space
of stations, and the urn model may fail to work properly. Moreover, the urn
protocol has to be supported by a subchannel to estimate n, which is not viable
in practice.

It is easy to show that an urn protocol can be transformed into a window
protocol in exactly the same way in which the adaptive-tree-polling protocol is
transformed (as described in last section).

3.3. PRIORITY-CSMA PROTOCOLS

Many CSMA protocols for handling priority messages have been suggested
in recent years [7, 35, 38, 14, 32, 36]. They can be classified into linear protocols
and logarithmic protocols. In a linear protocol, a slot is reserved for each
priority level during the resolution of priorities. An active station contends
during the slot reserved for its highest local priority level. The process stops
when the highest global priority level is determined, which may be followed by
another contention phase to select one active station in this priority level. This
scheme is good when high-priority messages are predominantly sent. In con-

trast, a logarithmic protocol can resolve the highest priority level in O(log, P)-

contention slots by using a binary-divide scheme, where P is the maximum
number of priority levels {32). This assumes that the highest global priority level
is equally likely to be any one of the P priority levels. Neither of these schemes
is able to adapt to transient traffic patterns,

Since there may be more than one station with messages belonging to the
highest priority, the entire contention-resolution period can be divided into two
phases. In the first phase, the highest priority level is identified, while in the
second phase, one of the stations in this level is chosen. Another way is to first
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transform g, the highest priority level in station i, into a contention parameter
x(g;) such that

x(q)=P-q—v, (3.10)

where v is a random number uniformly distributed in (0,1]. y is introduced in
the transformation to break ties among active stations with the highest-priority
message. This transformed contention parameter has a piecewise continuous
distribution. The objective is to use the window protocol to identify the station
with the minimum transformed contention parameter.

To derive the distributions of contention parameters, it is assumed that the
message arrivals of priority class i at station j is Poisson distributed with rate
A, j» and that the corresponding service time is exponentially distributed with
rate g, ;. Let X; be Ej-v_l)\,.' j- Suppose that the channel can serve a message of
class i at rate y,. Since a lower-priority message can only be served during an
idle period between serving higher-priority messages, the effective service rate
of class-i messages in the channel is

4
pi=p I] (1-p) fori=1,..,P-1, and po=p, (3.11)
kwi+l

where p, is the traffic intensity of class-k messages in the system. By definition,

A
pirg'ﬁf! Iﬂl,...,P. (3‘12)

Since stations have equal access to the channel, the effective service rate for
class-i messages at station j is

M=%, i=l..,P, j=1,.,N. (3.13)

The traffic intensity of class-i messages at station Jjis
A
[

P = i=1,...,P, j=1,..,N. (314)

Class-i messages will be empty at station J with probability 1-p, ,. Thus
station j will generate a contention parameter of value g with probability

P
(q) =0, ; nl(l-—p,_j). J=L...,N, g=1..,P (3195

=g+

The distribution that governs the generation of the contention parameters at
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station j can be obtained by applying the transformation in Equation (3.10) to
the following distribution:

9
ﬁ(q)=k21f,(k). j=1,...,N, g=1,..,P. (3.16)

To estimate the A, s, the waiting time of a message can be broadcast after
the message has been transmitted. This information allows the average waiting
time of a message in a class to be estimated. Denote the average waiting time of
class-i packets transmitted by station j as T; ;. Then

1
T, = . 3.17
J F‘i.j(l—pi.j) (3.17)
Rearranging Equation (3.17) yields
1
’\;,j‘ﬂ.'.j"'f;_‘;' (3.18)

It is not difficult to show that the all stations have identical information in
optimizing the windows used. Moreover, all stations participate in identifying
the station with the highest-priority message; hence n= N,

3.4, ARRIVAL-TIME-WINDOW PROTOCOL

Gallagher proposed a window protocol on the time axis in which all stations
have a common window of length u in the past [12, 39]. Stations with packets
arriving during the window are allowed to transmit. If there is no transmission
or a successful transmission, then the window is advanced to the beginning of
unresolved interval; otherwise, the window is reduced to a fraction f of its
original size, and the process is repeated until a packet is transmitted success-
fully. The parameters « and f are chosen to optimize the performance with
respect to the packet arrival rate. A binary-divide scheme was used in Gal-
lagher’s protocol. Subsequently, Mosely and Humblet applied the nondis-
counted Markov decision process to refine the protocol and achieved an even
higher channel throughput [30, 31]. Towsley relaxed the constraint on collision
detection and assumed that the exact number of stations involved in a collision
is known. A recursive procedure was used to maximize the channel efficiency,
but little improvement has been obtained [39). Kurose, Schwartz, and Yemini
successfully applied the protocol to time-constrained applications {24, 25].

"It is easy to map this protocol to a window protocol, since the elapsed time
from the origin of the window to the instant of packet arrival may serve as a
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0, <0, .
1- e-k,(r—o)
F}(’|0<’<T)=‘ m, O<i<rT, i=1.. N, (3.19)

I, t>T,
where A, is the packet arrival rate at station i. Note that if )\,-#Aj. then
Fi(1) # F(1).

3.3 VIRTUAL.- WINDOW PROTOCOL

A virtual-window protocol was proposed by Wah and Juang 1o support
distn’buted-processing applications such as fesource scheduling [21, 46}, load
balancing [44, 2], and local distributed databases [47]. It can also be applied to

0, »ry<o0
E(y)={», 0<yr«1, i=1,... N (3.20)
1, y>1

tion on the probability that the minimum lies in (L, w(1)). Assuming that the
contention parameters are indcpendently and uniformly distributed in (0,1], the
likelihood function js derived as

LK(0,w(r), 4(1)) = Pr(0 < Yi<w(i) <y,) = A w(1)[1= w(g)]Hn-
(3.21)
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where 7(t) is the maximum-likelihood estimate of n(t), and Y, is the random
variable for the ith minimum. LK(0, w(t), 4(?)) is maximized at

..1 .
log [1-w(r)] |’

The number of stations contending to transmit the (¢ +1)th message can be
obtained by adding to 7(r) the expected arrivals after the rth message has been
transmitted.

The accuracy of estimation can be improved by using information on
previous windows that successfully isolate a single station. A technique in
time-series analysis called the autoregressive-moving-average (ARMA) model
can be applied to obtain an estimated window based on all previous windows,
w(1), w(2),..., w(r). A simple example is to compute a moving average w,,,(?)
using the following formula.

A1) -[ 0<w(t) <1. (3.22)

W (1) = 3 ) (3.23)

il zl—l
The above equaiion can be rewritten into a recursive expression as follows:
Wl —1) +w(2
W (2) = Malt 1)+ w(1) 2) () , (3.24)
Hence w,,,(f) can be obtained by taking the average of the current window and
the moving average in the previous contention phase. The value of wo (1) is
then used in Equation (3.22) to estimate the channel load. This load-estimation

method can also be applied to other window protocols with identical continu-
ous distributions.

4. NUMERICAL EVALUATIONS AND SIMULATIONS

In this section, the dynamic-programming optimization method is evaluated

' with respect to identical and nonidentical distributions. Both continuous and

discrete distributions are considered in each case. The average numbers of
iterations to resolve contentions among active stations were first obtained by
evaluating Equation (2.2) numerically. The values obtained were then compared
against simulation results. The simulator associated with each window protocol
was coded in F77, and run on a DEC VAX 11,/780 computer. In the simulator,
a station was represented by a random-number generator that generated a
contention parameter if the station was active, and a collision-detection mecha-
nism was modeled by a counter which counts the number of contention
parameters in a given window. Each result was obtained by simulating a
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number of times with different seeds until a 95% confidence interval of less
than 0.2 was obtained. In each run, more than 10,000 packets were simulated.

4]. IDENTICAL DISTRIBUTIONS

It is well known that a continuous distribution can be transformed into 2
uniform distribution [33). x;, a random variable generated by a continuous
distribution F(-), can be transformed into another random variable uniformly
distributed over (0,1} by replacing x; with

x{ = F(x;)- - (41)

Since this transformation is a one-to-one mapping, if the distributions to
generate the contention parameters are identical and continuous, the optimiza-
tion performed on the transformed contention parameters can be shown to be
equivalent to the original optimization. Similarly, identical discrete distributions

can be transformed into a continuous uniform distribution using Equations

(4.1) and (3.10). Hence all protocols with identical distributions discussed in the.

last section can be optimized in a similar way, and Equation (2.2) has only to be
evaluated with respect to the case in which all contention parameters are
uniformly distributed in (0,1].

_ Note that transforming a discrete distribution to a continuous one tends to
increase the uncertainty of finding the minimum. Although it is simple to
optimize a protocol of discrete identical distributions using such a transforma-
tion, the performance of the resulting protocol will be degraded. It is better to
handle the case with discrete identical distributions using the schemes to be
discussed later.

Another advantage when the distributions are identical is that an infinite-
population network can be assumed. The optimization in Equation (2.2) only
requires the current number of active stations contending for the channel to be
estimated [Equation (3.22)] rather than the total number of stations in the
network. Moreover, the estimate on channel load provides an additional mea-

sure on the transient behavior, which cannot be derived from statistical mea-

sures in the distribution functions.
With identical continuous distributions, Equations (2.4) and (2.5) can be
reduced to simpler forms as shown below:

_ n(w-a){(1-w)""' -1~ b)Y
g(w,a,b,n) (1—a)"—(1--b)'l -—n(b—a)(l—-b)""1 ’

(1-w)"=(1=b)"—n(b-w)(1- b)" ! ‘
(1-a)"-(1-b)"— n(b—a)(1-b)"""

(4.2)

r(w,a,b,n)=

(4.3)
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TABLE 1

Numerical Evaluation and Simulation Results of Infinitc-Population Window Protocols
under Continuous Dynamic Programming Window Control

Number Numerical Simulations
of evaliations with binary
contending with truncation divide when
stations, n when b—-a<1/(10n) b-a<1/(10n)

5 221 233

10 229 242

15 232 2352

20 233 2.43

25 234 2.47

30 2.34 2.56

35 235 2.57

40 235 248

In a continuous domain, there are infinite numbers in the interval (a, b].
Accordingly, there are infinite values of C(a, b,n) to be computed, each of
which involves infinite levels of recursion. As a result, exact numerical evalua-
tion of Equation (2.2) in a continuous domain is impossible. Some boundary
conditions, must be set to truncate the evaluation process after a number of
levels of recursion. In our evaluations, the truncation was done by setting
C(a,b)=1if b—a <8, where § is a small positive number. The truncation
implies that contentions can be resolved in one step if the enabled set is
sufficiently small This is justified by the small probability of having more than
one contention parameter in such a small interval. To maintain the same level
of accuracy, 8§ must be very small when n is large and should be relatively large
if n is small. It was set to the reciprocal of ten times the number of contending
stations in our evaluations. Note that the resulting dynamic-programming tree
is a skewed tree. The numerical evaluations in Table 1 show that the average
pumber of contention iterations is consistently smaller than 2.4 and increases
very slowly with respect to .

It is possible to have more than one contention parameters in a window
smaller than &, but no further refined windows were supplied by dynamic
programming in our simulations, and the binary-divide rule was used to divide
the window into equal halves. The results obtained are again summarized in
Table 1. The difference between the simulation results and numerical evalua-
tions is about 5%, which is due to the effect of truncations of recursions in
numerical evaluations and the use of binary-divide rule in simulations.

To further investigate the effects of truncation, numerical evaluations and
simulations were conducted on different values of § using the formula 8 =1/rn.
The results in Table 2 indicate that the truncation effect becomes smaller as r
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TABLE 2

The Effects of Truncation on the Performance of Infinite-Population Window Protocols
under Continuous Dynamic Programming Window Control [n=20:8=1/(rn)]

Numerical Simulations
evaluations with binary-
with truncation divide when
r when b—a<li/(m) b—a<1l/(rn)
1 1.54 248
2 1.96 2.49
3 212 249"
4 219 2.52
5 224 2.48
6 2.27 2.56
7 229 2.52
8 230 2.50
9 232 245
10 233 247
11 234 2.50
n 235 2.55
13 235 247
14 235 248
15 2.36 2.42
16 236 2,52
17 236 2.50
18 2.37 2.51
19 237 248
20 237 245

increases. For small r, errors due to truncation are substantial. This is expected,
because a window smaller than & has a high probability of not being resolved,
while this was resolved by the suboptimal binary-divide rule in the simulations.
When r is sufficiently large, say larger than or equal to ten, errors due to
truncation is insignificant. The simulation results in Table 2 show that the
performance is quite independent of r. In this case, even if the window is
unresolved when it is smaller than §, it is likely that there are only two
remaining stations in this small window, and the binary-divide rule is a good
heuristic window-control rule to resolve the collisions {21}

Both numerical evaluations and simulation results suggest that the con-
tention overhead of a continuous-window protocol with dynamic-programming
window control is independent of the channel load and is bounded asymptoti-
cally. Arrow et al. had studied a similar problem with the difference that the
number of contending stations in a collided window was assumed to be known
exactly [1]. The problem was formulated as a finite recursion. and an asymp-
totic bound of 2.4 iterations was obtained by numierical evaluations. We have
obtained comparable results when only ternary information on collision is
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available and the infinite dynamic-programming tree is truncated. This shows
that the information on the exact number of contending stations is insignifi-
cant.

4.2. NONIDENTICAL DISTRIBUTIONS

It the distributions are nonidentical, then the evaluation of the dynamic-pro-
gramming formulation is complex. One method is to first transform each
nonidentical distribution into a uniform one using Equation (4.1). However, the
linear-ordering property is lost after the transformation. For example, in the
arrival-time-window protocol with different packet arrival rates at each station,
a different transformation will be used in each station. As a result, the original
order of packet arrivals may not be preserved after the transformation because
a packet arriving earlier at a light-traffic station may be transformed into a
larger contention parameter than a packet arriving later at a heavy-traffic
station. Due to this phenomenon, the first-come-first-served discipline with
nonidentical arrival rates studied by Gallagher and others [12, 24, 25] cannot be
implemented using transformed contention parameters. Similarly, the order of
priorities in priority-CSMA protocols may be changed by transformations if the
distributions for generating priority levels at various stations are nonidentical.

Another method is to optimize the windows directly from the distribution
functions. There are two problems associated with this approach. First, when
the distributions are nonidentical, it is difficult for each station to know the
distribution functions used in the corresponding active stations without sequen;
tially polling all active stations. This will result in an intolerable network
overhead. To avoid information from the active stations, all active and idle
stations should generate contention parameters and contend for the bus.
Consequently, only a finite-population network model can be assumed, and the

transient-load behavior is lost. Second, and more seriously, the complexity of

the optimization problem using nonidentical distributions is increased signifi-
cantly. For each distribution, there may be one or more parameters indicating
the dypamic transient behavior. For example, in the adaptive-tree-polling
protocol, the parameter f; represents the dvnamic elapsed time for station i
since last enabled. In the priority-CSMA protocol, T, ; represents the station-
dependent waiting time of class-i packets. In the arrival-time-window protocol,
A, is the station-dependent arrival rate of station i. The precomputation of the
dynamic-programming tree at design time for all possible combinations of
transient parameters would result in a very large table. The real-time search of
the dynamic-programming solution is also infeasible due to its computational
overhead. A viable approach is to use the average of these transient parameters
and to compute the dynamic-programming solution for a much smaller set of
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combinations of parameters. The dynamic transient behavior of systems is
again lost. An example of this approach is shown in the estimation of ¢; in
Equation (3.9) with a probabilistic model.

The discrete distributions derived for both tree-polling and urn protocols are
used in our evaluations. A direct comparison between our proposed method
and existing tree-polling and urn protocols is not made, because information on
the arrival process is not assumed in our model.

Without loss of generality, we assume that the origin of the window is at
station 1. There are two properties of these distributions that contribute to the
reduction of complexities in Equations (2.3) through (2.5): (i) F(k) =0 for
k<i, and (ii) F,(a) = F,(b)=1 for i < a,b< N. Hence

,Ijl[" fila)l- i {F'(”’,.Hi.[‘“ Fz(ﬂl} - ‘_Iill(l" E (b))

Pr(A) = A . (49)
I10-F(a)] '

i=l

=1

T {F.(w)~ [0i-£eal- [10- F,-(b)]]}

g(w.a.b.N) = o= (4.5)
Pr(A)[{tl—a(a)l
" b b b
ﬂ[l—ﬁ(u-)l— r ﬁ(b)nll-a(b)] —F{(l—ﬁ»(h)l
r(w.a.b.N)= sz . (46)

a-1 X
pr() [101-£(2)]

Unlike the continuous case, there are only finitely many possible candidates
in each recursion, and the recursion procedure terminates in a finite number of
steps in discrete domains. Thus, Equation (2.2) can be evaluated exactly for
given discrete distributions. In our evaluations, the estimated distribution in
Equation (3.9) was computed with respect to different values of n and N. For
each distribution obtained, we compute the average number of contention
iterations using Equation (2.2). The results obtained are shown as bold lines in
Figure 2 and illustrate that discrete window protocols outperform a continuous
one. In most cases, contention can be resolved in one step, and near-perfect
scheduling can be achieved when the channel load is heavy.
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A simulator driven by a random-number generator was implemented. Each

station had a given probability p of becoming active in a time unit, but this
probability was unknown to the window-control part of the simulator. The
simulator used n, the observed channel load, to compute the distributions in
Equation (3.9). The n is obtained by rounding up the moving average of the
number of packets transmitted in each circumscription. The simulation results
summarized in Figure 2 (thin lines) confirms our numerical evaluations very
well except when channel loading is low. The mismatch at the low-load range is
probably due to the large variance and roundup errors in estimating n. The
consistency between the numerical evaluations and simulation results also
verifies the correctness of the proposed method to estimate the distributions of
contention parameters.

Numerical evaluations conducted indicate that the average number of con-
tention iterations increases as N, the total number of stations in the network,
increases (see Figure 2). This phenomenon confirms the postulate that higher
certainty in generating contention parameters leads to better performance. In
the extreme case when N — x, the discrete protocols would behave like an
infinité-population network with continuous contention parameters.

5. HEURISTIC WINDOW-CONTROL ALGORITHMS
AND IMPLEMENTATIONS

The dynamic-programming window control discussed in Sections 2 and 4
provides a lower bound on the number of contention iterations. However, the
computational complexity to compute the sequence of optimal windews is high:
hence the method is impractical for real-time applications. As an example, the
execution time to evaluate Equation (2.2) on a DEC VAX 11/780 computer is
1.3 seconds for n=20, and increases to 828 seconds for n=100. Efficient
implementations are necessary to make the proposed optimization scheme
practical.

In this section, heuristic methods for window control are proposed, and
some implementation issues are discussed.

5.1. GREEDY ALGORITHMS

The optimization of window control using dynamic programming requires a
high computational overhead, because it examines the entire sequence of
possible future windows to determine a single window. To reduce this overhead,
only one future window may be examined. An optimal greedy window-control
scheme is one that finds a window t0 maximize the probability of success
g(w, a, b, n) in the next iteration. When contention parameters have identical
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continuous distributions F(x), g(w, a, b, n} can be expressed in a simpler form
as

g(w.a,b,n) = K[F(w)— F(a)]{[1- F(w)]" "' =[1- F(5)]" "'}, (5.1)

where K=n/{Pr(A)[1— F(a)]"}. It can be shown that Equation (5.1) is
unimodal between a and b, so 2 maximum exists in the interval (e, b]. To find
the optimal value of w in Equation (5.1), we set {d{g(w, a, b.n)]/dw} =0 and
solve for w. This leads to the following equation if f(w) # 0:

[1- F(w)]" ™' =[1= F(8)]" ' = (n=1)[ F(w) - F(a)}[1~ F(w)]""2.

(5.2)
Let z =1~ F(w). Equation (5.2) becomes
pr DR DFONT (g

It can be shown that a real root of Equation (5.3) exists and satisfies the
inequality 1 — F(b) < zo <1— F(a). There is no closed-form solution to Equa-
tion (5.3), and 2, has to be solved for numerically. Once z, is obtained, wy, the
upper boundary of the window, can be computed directly from z, as

wo=F Y (1-2z,). (5.9)

The performance of the optimal greedy window control as evaluated by
simulations is suboptimal and approaches an average of 2.7 iterations to resolve
contentions (see Figure 3). ]

The computational overhead to solve Equation (5.3) numerically is indepen-
dent of n and is less than one second of CPU time on the DEC VAX 11 /780 in
most cases. The algorithm is still impractical for real-time applications. To
improve the computational overhead, an approximate greedy window-control
scheme using an approximate equation on success probability can be applied.
Equation (5.1) may be written as

n—2
g(w.a,b,n) = K[ F(w) - F(a)}{ F(b) - F(w)][1~ F(w)]""* 'zov’- (5.5)

whee v=[1~ F(b)]/[1- F(w)}. An approximation function §(w, a, b, n) that
has a maximum very close to that of g(w, a. b, n) can be found by replacing the
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sum L@ with n—1. That is,

§(w.a,b,n) = K F(w)= F(a)][ F(b) = F(%)][1 = F(w)]" 7", (5.6)

where K'= (n —1)K. By solving 3 {log, &(w, a, b, n)}/dw = 0, we obtain

f(w) f(w) (n=2)f(w) _
FOv) = F(a) T Fw)—F(8) T Fm) -1 0

[}
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Jdw =0, we obtain
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or equivalently,
[F(w))’ + C[F(w)]+ D=0, (5.7

where

_=(n=D[Fa)+ F(b)]+2

n

C

po Fla)+ F(8)+(n=2) F(a) F(b)

A solution to Equation (5.7) in the interval (F(a), F(b)] is given by

VC*-4D

F(w) = === (5:9)

The approximate window w, as computed from Equation (5.8) gives a
performance that is nearly as good as that of the optimal greedy scheme (sce
Figure 3). The computational overhead to compute Equation (5.8) is also
independent of n, and can be done in less than 100 ps on the DEC VAX
11/780.

The accuracy of the channel-load estimation using the equations (3.18) has
been examined by comparing the performance of the optimal greedy window-
control scheme with known loads and that with estimated loads. It turns out
that the average number of iterations to resolve contentions using single-window
lookback is 3.1, and the performance of using ARMA load estimation is very
close to the case when the channel load is exactly known (see Figure 3).

When the distributions are nonidentical, the corresponding equation on
success probability is very complex and cannot be optimized in real time.

5.2. BINARY-DIVIDE ALGORITHM WITH LOAD ESTIMATION

In a binary-divide window-control scheme, a transmission window is ob-
tained by dividing a collided window into two equal halves. It is a robust
algorithm even when nonidentical distributions are used to generate the con-
tention parameters. It represents a class of CSMA protocols that include
Kleinrock and Yemini’s urn protocol. tree-polling algorithms [28, 15, 40],
Gallagher’s window protocol, and Ethernet's binary-exponential backoff algo-
rithm. It has been shown that a pure binary-divide algorithm has an average
time complexity bounded by O(log#) iterations, where n is the number of
contending stations [46). Simulation results in Figure 3 also confirm this result.
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In many protocols, an initial window is generated with zn estimated channel
load, and binary-divide is used in subsequent iterations. The initial window
should be properly chosen so that the number of contending stations in the
window is relatively small even if collision is not resolved. As shown in Figure
3, a binary-divide scheme performs satisfactorily when the number of contend-
ing stations is small. In particular, the binary-divide scheme is optimal when
there are two contention parameters in a collided window.

3.3. BINARY DECISION TREE AND ITS IMPLEMENTATION

Assuming identical and continuous distributions to generate the contention
parameters, the sequence of windows evaluated by dynamic programming can
be precomputed and stored in a lookup table. Given a channel load n and
distribution F(-), the sequence of optimal windows derived from Equation (2.2)
constitute a binary decision tree [Figure 4(a)]. The root of a subtree represents a
window. The optimal window for the mext iteration will reside in the left
subtree if collision is detected in the current slot. It will be in the right subtree if
no transmission is detected. A set of binary trees, each of which corresponds to
a channel load, can be constructed and stored as a lookup table in each station.
The data structure to implement the binary decision tree is shown in Figure 4b.
The optimal window in each contention slot can therefore be retrieved effi-
ciently in real time.

One problem with the lookup-table method lies in the large memory space
required. Since the average number of contention slots is small, some subtrees
that are seldomly visited can be pruned to reduce the memory space without
significant degradation in performance. Window in the pruned subtrees can be
obtained by interpolation techniques or simply by binary-divide schemes.
Likewise, for channel loads for which no decision trees are stored, interpolation
has to be used to obtain window boundaries.

Existing Ethernet interfaces have to be modified for implementing the
look-up table method. A microcontroller, Intel MCS 8396, is placed between
the Ethernet-protocol chip, Intel 82586, and the collision-detection chip, Intel
82501. Sixteen-bit random numbers are used for the contention parameters and
the entries of the decision tree.

Two alternatives for storing the decision tree have been investigated. First, a
decision tree of four levels as evaluated by dynamic programming is used, and
the microcontroller switches to binary-divide window control when more than
four contention slots are needed. The channel load is assumed to vary from one
to 100 stations. Hence, the total space required for storing the lookup table is 3
Kbytes, which can fit in the 8-Kbyte read-only memory of the MCS 8396. The
performance of the truncated decision-tree method is less than 3.0 contention
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Fig. 5. A comparison between {ull dynamic-programming tree and skewed binary tree to implement adaptive-tree-polling

protocols (total number of stations in the network is 40).
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slots (assuming that the channel load is exactly known). Although the balanced
binary tree simplifies the data structure, the performance is worse than optimal.
In the second alternative, a skewed binary tree is used. The reasoning behind
the skewed tree is that when a collision occurs, the left subtree is traversed and
the size of the interval containing the minimum contention parameter is small.
In this case, a binary-divide control works well. On the other hand, when no
transmission is detected, the right subtree is traversed and the size of the
interval containing the minimum is not reduced significantly. In this case, the
binary-divide control does not work well. Experimental results indicate that less
than 2.5 slots are required to resolve a contention when a skewed binary tree
with a height equal to n and a height of one for the left subtree of every
ponterminal node (n is exactly known) is used. This means that 2n words are
required for every dynamic-programming tree. The total memory space required
for n ranging from 1 to 60 is 7.3 Kbytes.

The skewed-binary-tree approach can also be applied to adaptive-tree-poll-
ing protocols. The simulation results summarized in Figure 5 show that a
protocol using skewed binary tree can perform nearly as well as the one that
uses full dynamic programming tree. The evaluations of a pure binary-divide
control scheme for adaptive-tree-polling protocols are also shown in the figure
for comparison.

6. CONCLUDING REMARKS

In this paper we have described a window-search procedure to find the
minimum among a set of random numbers. This procedure provides a unified
framework for resolving contentions in CSMA and CSMA /CD networks. It is
shown that many existing protocols can be mapped to this procedure. Thus, the
optimization scheme developed for this procedure can be applied to every
protocol in this class for both finite-population and infinite-population net-
works.

There is clearly a tradeoff between the performance of a contention-resolu-
tion protocol and the amount of dynamic information to be collected and used.
We started with the objective of designing a protocol that has a load-indepen-
dent performance and that does not require additional dynamic information to
be collected besides the information already available on the bus. We formu-
lated the problem in a dynamic programming equation and minimized the
contention overhead to transmit each packet. In the simplest case, the dynamic
information needed is the disiribution of the contention parameters and the
current channel load. Assuming that this information is known exactly, the
proposed protocol has load-independent performance. We have used two sim-
ple heuristics to estimate the channel Joad while assuming that the distributions
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of contention parameters are known exactly, and have found that the perfor-
mance is still load-independent. The dynamic information needed also depends
‘on the particular protocol considered and whether the distributions to generate
the contention parameters are identical or not. In any case, we have found that
even when this information has to be estimated from long-term averages, the
system still performs satisfactorily. The optimal derivation of the minimum
amount of dynamic information to achieve the maximum throughput remains
to be studied.

Our results can be summarized as follows. First, the effect of truncation on
the evaluation of the dynamic programming formulation with continuous
distributions is insignificant if the truncation interval is small enough. Second,
numerical evaluations suggest an asymptotic bound of 2.4 average conteation
iterations for resolving contentions in infinite-population networks. Lastly, for
finite-population networks with discrete contention parameters, nearly perfect
scheduling can be achieved under heavy traffic conditions.

The proposed optimization method has the following advantages. First, it is
optimized with respect to instantaneous channel load, and hence can be more
adaptive than those that optimize the performance with respect to the average
load. Second, it is independent of the type of distributions, and hence can be
applied to both discrete and continuous cases. Third, it is able to cope with
traffic patterns other than Poisson arrivals, Lastly, it allows the instantaneous
channel load to be estimated from the result of previous contentions.
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