A Processor Array with Bounded I/O Ports for Computing Transitive Closures
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In this paper, we present the design of a processor array (PA) with bounded number of input/output (I/O) ports (L-by-N PEs with \(O(L)\) I/O ports, where \(1 \leq L \leq N\)) for computing transitive closures. Previous designs of PAs to solve this problem use either \(N\)-by-\(N\) PAs with \(O(N)\) I/O ports or linear PAs with \(O(1)\) I/O ports. These designs are restricted by their I/O bandwidth because designs using \(O(N)\) I/O ports are limited by the number of PEs that can be supported by these ports, whereas designs with \(O(1)\) ports are limited by the I/O time to load and drain data. In contrast, our proposed design uses \(O(L)\) I/O ports, where \(L\) is a technology-dependent design parameter. In our proposed architecture, we have used more powerful processing elements (PEs), each with a microprogram-driven ALU, a limited number of I/O buffers, and \(O(N/L)\) memory words. Our technique for mapping transitive-closure computations consists of four steps: (1) Starting from a mapping of a transitive-closure problem on an \(N\)-by-\(N\) PA, we map the computations into an \(L\)-by-\(N\) PA. (2) We then schedule the computations in the \(L\)-by-\(N\) PA in order to satisfy the dependencies. (3) Based on the new mapping, we derive speeds and directions of data flows and the number of buffers required in each PE. (4) Finally, we derive the microprogram in each PE for correct execution. We show that our design specializes to efficient designs in the boundary cases when \(L = 1\) (linear PA) and \(L = N\) (square mesh).

1. INTRODUCTION

Advances in VLSI technology have made it possible to design specialized VLSI arrays of processing elements to solve specific application problems. These arrays, known as systolic arrays, are algorithm-specific and can be used in real-time applications. They were first proposed by Kung and Leiserson [6] and consist of multiple simple processing elements (PEs) connected together in a tightly coupled one-dimensional or two-dimensional topology. In recent years, systolic arrays have been extended to use more powerful processing elements. We refer to these as processor arrays (PAs) in this paper.

PAs are generally limited by their input/output (I/O) bandwidth. In a square-mesh configuration, the number of I/O ports is related to the square root of the number of PEs, thereby limiting the maximum throughput for a fixed number of I/O ports. To overcome this problem, linear PAs have been developed [10–12]. Although these require a constant number of I/O ports, there is a bottleneck in bringing data in and out of these PAs, again limiting the maximum throughput.

In view of these limitations, we present in this paper the design of a rectangular (\(L\)-by-\(N\)) PA with \(L\) I/O ports, where \(L, 1 \leq L \leq N\), is a parameter selected by the designer. We illustrate the design method by mapping the Floyd–Warshall algorithm for computing transitive closures on a rectangular PA. This design can compute transitive closures with \(O(N^3)\) complexity in \(O(N^2/L)\) time. In the boundary cases, a linear PA (\(L = 1\)) can solve the problem in \(O(N^2)\) time, and a square mesh (\(L = N\)) can solve the problem in \(O(N)\) time. Parameter \(L\), therefore, represents a design trade-off between computational throughput and I/O complexity.

In our design, we assume that each PE has a simple ALU that performs basic algebraic and Boolean operations, I/O buffers for exchanging data with other PEs, a memory unit with \(O(N/L)\) words (or buffers), and a control unit containing microinstructions to control the actions of the ALU.

In mapping the Floyd–Warshall algorithm on a rectangular PA, we start with a feasible mapping of the algorithm on a (logical) square mesh, followed by mapping the computations performed in this logical PA into an \(L\)-by-\(N\) physical PA. The correctness of the mapping is enforced by not mapping two operations to the same PE at the same time and by preserving dependence relations. We then compute the speeds and directions of data propagation and the timing of different operations. Finally, we derive the microprogram that controls the PEs.

This paper is organized as follows. In Section 2, we define the PA model and the motivations behind our proposed architecture. We then present the transitive-closure prob-
lem in Section 3 and our mapping technique in Section 4. In Section 5, we compute the speeds and directions of data movement and the microprogram for controlling the PEs. Conclusions are drawn in Section 6.

2. PROCESSOR-ARRAY MODEL

The PAs studied in this paper are special cases of control flow systolic arrays (CFASs) we have studied earlier [3]. Each PE in our PA consists of the following components:

(1) Arithmetic and Logic Unit (ALU). The ALU is capable of performing simple arithmetic and logic operations. It can also send/receive data to/from local storage unit or I/O registers.

(2) Control Unit. This is either a microprogram memory holding microinstructions to be executed, or a simple decoder that decodes control signals traveling with the data. A microprogram is usually in the form of a loop that iterates until the transitive closure is computed. On the other hand, a hard-wired control unit decodes control bits traveling with the data, and issues control signals to the ALU to perform specific functions. Since microprograms are more flexible, we assume in this paper that each PE has a microprogrammed control unit.

(3) I/O Registers. Four I/O registers are used in each PE to hold data while being transmitted to or received from the four neighbors (north, south, east and west) of this PE.

(4) Storage Unit. This is memory for holding intermediate results in each PE. In computing transitive closures, \(O(N/L)\) memory words are required. Although this is problem-size dependent and renders our design not modularity expandable, we can always include additional memory in each PE so that the resulting chip can be used to solve problems up to a maximum size. More efficient sharing can be done by allowing multiple PEs to use the same memory.

The motivations behind our architecture are two folds. First, the number of I/O ports per chip is limited despite the fact that a large number of components can now be implemented in a chip. Hence, it is essential to design architectures that fully balance the use of I/O ports and computational elements. Second, it is expensive to design small quantities of special-purpose chips. To amortize the cost of designing, testing, and fabricating chips, it is necessary to design PAs that can be used to solve more than one application problems.

Our proposed PA presents a viable solution to these two issues. First, it relieves the I/O bottleneck in a square-mesh or a linear PA by using a rectangular configuration, thereby allowing better utilization of the available I/O bandwidth. Second, the control in each PE is driven by a microprogram [1, 2], hence allowing the same PA to be used to solve more than one application problems. The design we have proposed in this paper can be implemented on PAs with grain sizes ranging from a large number of simple PEs [2, 9] to a small number of powerful PEs.

3. TRANSITIVE-CLOSURE PROBLEM

The transitive-closure problem has been studied extensively in the literature for two reasons. First, many problems in signal and image processing can be solved by transforming to the transitive-closure problem. These include finding all-pair shortest paths, matrix triangulations, and algebraic-path problems. Second, the Floyd–Warshall algorithm, the fastest algorithm to find transitive closures, has linear dependencies, making it more difficult as well as more interesting to map to planar PAs.

Previous attempts to compute transitive closures have focused on either a square mesh with \(O(N)\) I/O ports and \(O(N)\) time, or a linear PA with \(O(1)\) I/O ports and \(O(N^2)\) time. In computing transitive closures in two-dimensional PAs, Kung et al. first introduced an algorithm that needs \((5N - 5)\) time units in an \(N\)-by-\(N\) mesh with \(2N I/O\) ports [7, 8]. Subsequently, Benaini and Robert proposed a PA for solving the algebraic-path problem in \((5N - 2)\) time units using \([N(N + 2)/3 + 1]\) PEs [4]. Almost simultaneously, Cappello and Scheiman introduced a similar PA [5]. Later, Rajopadhye introduced an \(N\)-by-\(N\) PA that solves the problem in \((4N - 2)\) time steps with wraparound connections, and in \((5N - 4)\) steps without wraparound connections [13].

In computing transitive closures in one-dimensional PAs, Varman and Ramakrishnan first introduced a linear PA that takes \((9N^2 + N - 2)\) time units in \((2N + 1)\) PEs, each requiring \(O(N)\) area [15]. Kumar and Tsai proposed two linear PAs: the first takes \((7N^2 - 3N + 1)\) time units using \(N^2\) PEs of \(O(1)\) area each, and the second takes \((4N^2 - N + 1)\) time units using \(N\) PEs of \(O(N)\) area each [11]. Subsequently, Sarkar and Mukherjee developed two PAs for computing transitive closures. The first takes \((N^2 + N - 1)\) time units (plus I/O time) and runs in a ring of \(N\) PEs; the second takes \((2N^2 + 2N - 1)\) time units and runs in a linear PA of \(N\) PEs [14]. In both cases, a PE takes \(O(N)\) area. Recently, we have developed optimal linear PAs that take the minimum time for a given maximum number of PEs, or use the minimum number of PEs for a given maximum completion time [16, 17].

In this paper, we study a more general \(L\)-by-\(N\) PA architecture with \(O(L)\) I/O ports that can find transitive closures in \((N^2/L + 2N + 2L - 5)\) time units. Our design specializes to a square mesh when \(L = N\) and takes \((5N - 5)\) time units. This is the fastest design for computing transitive closures in a square mesh [7]. On the other hand, when \(L = 1\), our design takes \((N^2 - 3)\) time units if the matrix is already preloaded in the PA, and \((2N^2 + 2N - 3)\) time units if matrix \(A\) needs to be loaded.

3.1. The Floyd–Warshall Algorithm

We define a directed graph \(G\) as \(G(V, E)\), where \(V\) is a set of vertices, and \(E\) is a set of directed edges in the graph. The adjacency matrix of \(G\) is defined as \(A\), where \(a_{ij} = 1\) if there is a directed edge from \(i\) to \(j\). The transitive closure
of \( G(V, E) \) is defined as \( G^+(V, E^+) \), where \( E^+ \) represents the set of edges in \( G^+ \), and an edge between \( u \) and \( v \) in \( G^+ \) exists if there is a path of length zero or more between \( u \) and \( v \) in \( G \). In this case, the adjacency matrix of \( G^+ \) is \( A^+ \) where \( a^+_{ij} = 1 \) if there is a path between \( i \) and \( j \) in \( G \).

The Floyd–Warshall algorithm is a fast and efficient sequential algorithm for finding transitive closures. The algorithm uses \( A \) as input and generates \( A^+ \) as output. It works as follows:

\[
\text{for } k = 0 \text{ to } N - 1 \text{ do} \\
\quad \text{for } i = 0 \text{ to } N - 1 \text{ do} \\
\quad \quad \text{for } j = 0 \text{ to } N - 1 \text{ do} \\
\quad \quad \quad a^+_{ij} = a_{ij}^{-1} + a_{ik}^{-1} \cdot a_{kj}^{-1} \\
\quad \end{align*}
\]

The above algorithm has nonuniform dependencies, implying that a direct mapping to a planar PA will result in communications between nonneighboring PEs.

To eliminate nonuniform dependencies, one way is to pipeline data requiring nonadjacent communications along existing paths of a planar PA until they reach the required destinations. An example of pipelining computations with nonuniform dependencies is shown in Fig. 1. In this example, in computing \( a^+_{ij} \) in the \( k \)th iteration, \( a_{ik}^{-1} \) and \( a_{kj}^{-1} \) are needed. This means that during the \( k \)th iteration, results of the \( k \)th row and the \( k \)th column (marked by crossed-out circles) must be sent in a pipelined fashion to all PEs in the \( k \)th row and the \( k \)th column. The algorithm completes when data computed at location \((k, k)\) have propagated to the four corners of the PA.

Kung et al. have applied pipelining to map linear dependence graphs on \( N \)-by-\( N \) PAs [7, 8]. In their design, a PE at location \((k, k)\) computes \( a_{ik}^k \) in the \( k \)th iteration and propagates the result of the previous iteration towards the four corners of the PA, where they will be used to calculate \( a_{ik}^k \).

In this paper, we call element \( a_{ik}^k \) the diagonal element in the \( k \)th iteration, and the PE at which \( a_{ik}^k \) is computed, the diagonal PE. We also call \( a_{ik}^k \) the pivot column PE (\( t_4 + 2 \)) of the PEs at which they are computed, the pivot column PEs. Similarly, we call \( a_{ik}^{k+1} \) the pivot row and the PE which they are computed, the pivot-row PEs.

4. MAPPING FLOYD–WARSHALL ALGORITHM INTO A CONSTANT I/O PROCESSOR ARRAY

In this section, we present our scheme for mapping pipelined dependence graph as exemplified in Fig. 1 in an \( L \)-by-\( N \)-PA. The idea is to use each PE in the rectangular PA to perform computations performed by \( s \) PEs in the square PA, where \( s = \lceil N/L \rceil \).

We assume that the mapping function \( \mathcal{F} \) from computations to PEs is

\[
\mathcal{F}(i, j, k) = (\alpha, \beta),
\]

where \( \alpha \) and \( \beta \) are the coordinates of the PE that performs computation at \((i, j, k)\). In this paper, we chose \( \mathcal{F} \) as

\[
\mathcal{F}(i, j, k) = \left( \left\lfloor \frac{i}{s} \right\rfloor, j \right).
\]

Figure 2 shows the computation of a 6-by-6 transitive closure in a 2-by-6 PA. Consider operations performed in the 4th iteration that starts at time \( t_4 \).

- **time \((t_4)\)** : \( PE_{1,4} \) computes \( a_{1,4}^4 \) and sends \( a_{3,4}^3 \) to its four neighbors. (Only three neighbors are shown in Fig. 2.)

- **time \((t_4 + 1)\)** : \( PE_{1,4} \) starts computing \( a_{3,4}^3 \), sends \( a_{5,4}^3 \) east and west, and \( a_{4,4}^3 \) north.

- \( PE_{0,4} \) receives \( a_{3,4}^3 \), starts computing \( a_{4,4}^4 \), and sends \( a_{1,4}^4 \) east and west.

- \( PE_{1,5} \) receives \( a_{4,4}^3 \), starts computing \( a_{4,5}^4 \), and sends \( a_{4,5}^4 \) north and south.

- \( PE_{1,3} \) receives \( a_{3,4}^3 \), starts computing \( a_{3,3}^4 \), sends \( a_{3,3}^4 \) east to \( PE_{1,2} \), and \( a_{3,3}^4 \) north to \( PE_{0,3} \).

![FIG. 1. Data dependencies in the Floyd–Warshall algorithm after pipelining.](image-url)
time \((t_4 + 2)\) \(PE_{1,4}\) starts computing \(a_{3,4}^3\), sends \(a_{3,4}^3\) east and west, and \(a_{3,4}^3\) north.

\(PE_{0,4}\) receives \(a_{3,4}^3\), starts computing \(a_{2,4}^3\), and sends \(a_{2,4}^3\) east and west.

\(PE_{1,5}\) receives \(a_{3,4}^3\), starts computing \(a_{5,5}^3\), and sends \(a_{5,5}^3\) north.

\(PE_{1,3}\) receives \(a_{3,4}^3\), starts computing \(a_{3,3}^3\), sends \(a_{3,4}^3\) east, and \(a_{3,3}^3\) north.

Although the mapping in Eq. (2) defines the computations performed in each PE, we still need to schedule the computations so that the following constraints are satisfied.

(a) No two computations are scheduled at the same time in the same PE. (b) Data dependencies in a scheduled computation are satisfied, implying that all inputs needed by this computation have been generated, and that they have already propagated from where they were generated to where they are needed.

In scheduling the computations in each PE, we schedule only the first computation of each iteration. Since each PE performs \(s\) operations per iteration, a PE is considered busy for \(s\) time units after it starts computing. Let us denote by \(P(i, j, k)\) the time at which \(PE_{i,j}\) starts the \(k\)th iteration, and by \(T(i, j, k)\) the time at which \(a_{i,j}^k\) is computed.

Figure 3 shows the operations in the \(k\)th iteration. It starts by computing \(a_{i,j}^k\) in \(PE_{\lfloor k/s\rfloor,k}\). This is followed by computations in the \(k\)th row and the \(k\)th column and the rest of the elements.

1. The first iteration can be scheduled as soon as data propagate from the first row and the first column to the rest of the PA; in this case, \(P(i, j, 0) = i + j\).

2. In scheduling computations in a diagonal PE (the intersection of the \(k\)th row and the \(k\)th column), we need to wait until the completion of the previous iteration by the same PE. In this case \(P(i, j, k) = P(i, j, k - 1) + s\).

3. The \(k\)th iteration for \(PE_{i,j}\) can start after data elements needed by this PE have been generated in \(PE_{i,k}\) and \(PE_{k,j}\), and have propagated to \(PE_{i,j} \); i.e., \(P(i, j, k) = \max\{P(i, k, k) + |k - j|, P(\lfloor k/s \rfloor, j, k) + |\lfloor k/s \rfloor - i|\}\).

Combining the boundary cases, we have

\[
P(i, j, k) =
\begin{cases}
  i + j, & \text{if } k = 0, \\
  P(i, j, k - 1) + s, & \text{if } j = k, i = \lfloor k/s \rfloor, \\
  \max\{P(i, k, k) + |k - j|, P(\lfloor k/s \rfloor, j, k) + |\lfloor k/s \rfloor - i|\}, & \text{otherwise}.
\end{cases}
\]

Solving this recurrence, we get

\[
P(i, j, k) = (s + 1)k + \lfloor k/s \rfloor \quad + |i - \lfloor k/s \rfloor| + |k - j|.
\]

Since every PE performs \(s\) computations per iteration, a sufficient condition to check that no two operations are scheduled at the same time in the same PE is

\[
P(i, j, k) - P(i, j, k - 1) \geq s.
\]
guarantees correct execution of the first element in each PE in any iteration, but says nothing about the remaining \((s - 1)\) elements. This does not violate any dependence relation since we assume that in iteration \(k\), each PE starts with the \((k \mod s)\)th element (denoted as \((k)\)) and proceeds to the \((k + 1)\)th element until the \((k - 1)\)th element has been generated. Hence, by adding a constant \(\alpha, 0 \leq \alpha < s\), to the lefthand and righthand sides of Eq. (4), the correct execution of the remaining \((s - 1)\) elements in each PE is guaranteed.

As the last operation performed is the \((N - 1)\)th iteration in \(PE_{0,0}\), the time taken to find a transitive closure is

\[
T = P(0,0,N-1) = s = Ns + 2N + \frac{2N}{s} - 5. \tag{6}
\]

Note that when \(s = 1\), \(T = 5N - 5\), which is the time taken by the mesh-structured PA proposed by Kung et al [7]. In the other extreme, when \(s = N\) (for linear PASs), \(T = N^2 + 2N - 3\), which is faster (by an additive constant) than the linear PA proposed by Sarkar and Mukherjee [14].

The mapping function shows that \(PE_{ij}\) performs operations at index \(\lfloor [i/s] + \alpha, j, k \rfloor\), where \(0 \leq \alpha < s\) and \(1 \leq K \leq N\). In iteration \(k\), each PE performs \(s\) operations starting with the \((k)\)th operation; i.e.,

\[
T(i,j,k) = P(\lfloor i/s \rfloor, j, k) + (i - k). \tag{7}
\]

5. MICROPROGRAM GENERATION

In the previous section, we have described the scheduling of computations in such a way that no two computations are scheduled in the same PE at the same time, and that all dependence relations are preserved. Recall that a PE is controlled by a microprogram in its control unit. In this section, we introduce parameters that help generate the microprogram for realizing the proposed schedule.

The operations of the different PEs are as follows. During the \(k\)th iterations, PEs in the \([k/s]\)th row and the \(k\)th column send the contents of the pivot elements to the rest of the PA and perform certain operations. PEs outside the \([k/s]\)th row and the \(k\)th column receive a pivot element, perform some computations, and output the pivot element to the next PEs. We define parameter \(\delta\) to be the time between performing two consecutive operations in the same PE in the same iteration. That is,

\[
\delta = T(i + 1,j,k) - T(i,j,k),
\]

where \(\alpha s \leq i < (\alpha + 1)s, 0 \leq \alpha < \lfloor N/s \rfloor\). \tag{8}

By definition, \(\delta = 1\). This means that once a PE starts the \(k\)th iteration, it performs \(s\) consecutive operations without waiting.

We further define \(\tau_k\) to be the difference between starting two consecutive iterations in \(PE_{ij}\):

\[
\tau_k(i,j,k) = P(i,j,k+1) - P(i,j,k)
= s + 1 + \lfloor [(k + 1)/s] \rfloor + \lfloor i - [(k + 1)/s] \rfloor + \lfloor i - [k/s] \rfloor
\]
\[
+ \lfloor k + 1 - j \rfloor - \lfloor k - j \rfloor. \tag{9}
\]

This is the difference in time between starting the \(k\)th iteration and the \((k + 1)\)st iteration. Since each iteration takes \(s\) time units, each PE idles for \(\tau_k(i,j,k) - s\) time units after finishing the \(k\)th iteration.

By applying Eq. (9), we can compute \(\tau_k(i,j,k)\) under various conditions that are enumerated in Table I. Note that since each PE performs \(s\) operations in an iteration, the time that any PE has to wait after finishing the \(k\)th operation and before starting the \((k + 1)\)th operation is 0, 2, or 4 time units \((\tau_k(i,j,k)\) in Table I).

To find the horizontal and vertical data movements, we define four additional parameters.

\[
\tau_i(i,j,k) \quad \text{This is the difference in time between generating a pivot-row element in the \((k - 1)\)th iteration and using it in the \(k\)th iteration. It can be shown to be the same as } \tau_k([k/s], j, k - 1).
\]

\[
\tau_j(i,j,k) \quad \text{This is the difference in time between generating a pivot-column element in the \((k - 1)\)th iteration and using it in the \(k\)th iteration. It can be shown to be the same as } \tau_k([i/s], k, k - 1) + 1.
\]

\[
\tau'(i,j,k) \quad \text{This is the difference in time between using a pivot element in two neighboring PEs in direc-
\]

<table>
<thead>
<tr>
<th>Conditions</th>
<th>(\tau_k(i,j,k))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k \geq j)</td>
<td>((k) = s - 1)</td>
</tr>
<tr>
<td>(k \geq j)</td>
<td>((k) = s - 1)</td>
</tr>
<tr>
<td>(k \geq j)</td>
<td>((k) \neq s - 1)</td>
</tr>
<tr>
<td>(k \geq j)</td>
<td>((k) \neq s - 1)</td>
</tr>
<tr>
<td>(k &lt; j)</td>
<td>((k) = s - 1)</td>
</tr>
<tr>
<td>(k &lt; j)</td>
<td>((k) = s - 1)</td>
</tr>
<tr>
<td>(k &lt; j)</td>
<td>((k) \neq s - 1)</td>
</tr>
</tbody>
</table>
tion $i$ (rows). Since the speed of propagation is one, each PE uses the pivot element and forwards it to the next PE in direction $i$. The term can be positive or negative, indicating that a pivot element can propagate in one of two directions.

$\tau_j(i, j, k)$ This is the difference in time between using a pivot element in two neighboring PEs in direction $j$ (columns). Since the speed of propagation is one, each PE uses the pivot element and forwards it to the next PE in direction $j$. The term can be positive or negative, indicating that a pivot element can propagate in one of two directions.

These definitions translate into the following equations:

\[
\begin{align*}
\tau_i(k, j, k) &= T(k, j, k) - T(k, j, k-1) \\
\tau_j(i, k, k) &= T(i, k, k) - T(i, k, k-1) \\
\tau'_i(i, j, j) &= T(i + \delta, j, k) - T(i, j, k) \\
\tau'_j(i, j, j) &= T(i, j + 1, k) - T(i, j, k).
\end{align*}
\]

Solving these equations, we get

\[
\begin{align*}
\tau_i(k, j, k) &= \tau_k(\lfloor k/s \rfloor, j, k - 1) + 1 \\
\tau_j(i, k, k) &= \tau_k(\lfloor i/s \rfloor, k - 1) - 1 \\
\tau'_i(i, j, j) &= \begin{cases} -1, & k > i, \\ 1, & k < i, \end{cases} \\
\tau'_j(i, j, j) &= \begin{cases} -1, & k > j, \\ 1, & k < j. \end{cases}
\end{align*}
\]

By knowing parameters $\tau_k$, $\tau_i$, $\tau_j$, $\tau'_i$, $\tau'_j$ and $\delta$, we can generate a microprogram to control the PEs. The program in shown in Fig. 4. It assumes that every PE knows its position in the PA $(i, j)$. Each PE starts by waiting for $(i + j)$ time units. According to its position in the PA, it performs the following operations in an iteration. A diagonal PE computes the pivot elements using data from the previous iteration, and sends it to PEs in its row and column. Each of the nondiagonal PEs receives a pivot element, outputs the pivot element if it is in the main row or column (otherwise, transmits the pivot received to the next PE), and computes the required elements. At the end of the iteration, each PE waits for $(\tau(i, j, k) - s)$ time units before starting the next iteration.

6. CONCLUSION

In this paper, we have proposed the design of a processor array with $O(L)$ I/O ports for computing transitive closures, where $L$ is a technology-dependent parameter that is related to the number of I/O ports in a chip. Our mapping method starts with an $N$-by-$N$ PA and maps the computations to an $L$-by-$N$ PA. Based on the mapping function, we compute the directions and speeds of data. Finally, we show a microprogram for controlling the PEs. Our future work will focus on extending the optimal designs we have developed earlier [16, 17] to the I/O-limited processor arrays studied in this paper.
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