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Problem solvers employ strategies in searching for solutions to given problem instances. Strategies have traditionally been designed by experts using prior knowledge and refined manually using trial and error. Recent attempts to automate these processes have produced strategy-learning systems. This paper shows how various issues in strategy learning are affected by the nature of performance tasks, problem solvers, and learning environments. Surveyed learning systems are grouped by the commonality of their approaches into four general architectures.
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1 Introduction

Much recent work in machine learning has targeted sequential problems in decision, control, and optimization. Sequential problems abound in robotics, navigation, tracking, and dynamic scheduling. They require the problem solver to make multiple choices or initiate multiple actions, one after another, in order to reach and/or maintain a "desired state." Such a sequence of choices or actions constitutes a solution; the knowledge used for generating it is a strategy. Problem solvers employ strategies to systematically generate solutions to given problem instances. Our
focus in this paper is on the automated learning of such strategies.

Strategies are useful when there are choices, and guidance is needed in exploring or searching various courses of action. When a single course of action is clear at the outset, the problem can be solved algorithmically. Otherwise, systematic exploration or search is performed on the space of alternatives. Search without guidance is often prohibitively expensive and, therefore, intractable. Search with guidance is called heuristic search [1]. Heuristics, in this context, are modular pieces of readily applicable knowledge — "rules of thumb" [2, 3] — which allow the decision maker to select, prefer, or rule out some alternatives at each decision point. A strategy, on the other hand, is a "general plan of action" that applies to multiple decision points [4]. Frequently, strategies are broken down into modular heuristic rules that are applied dynamically; this is especially true for applications with time-varying inputs. Perhaps that is why some researchers do not distinguish between heuristics and strategies [2].

We will not distinguish between learning to improve solution quality and learning to improve problem-solving speed because both notions can be captured equally well by a properly designed objective function and reward/penalty scheme.

1.1 State of the Art

Traditionally, strategies have been designed by experts using prior knowledge, and refined manually using trial and error. Recent attempts to automate these processes have produced strategy-learning systems that run the gamut of applications from dynamic load balancing to symbolic reasoning and combinatorial optimization. Despite its volume and diversity, the literature on strategy-learning systems lacks a systematic characterization of the relationship between applications, algorithms, and architectures. Prior surveys [5, 6, 7, 8] have focused on well-defined symbolic learning problems characterized by simple feedback schemes and knowledge-rich learning environments.

Time is an important parameter of sequential behavior. Systems that learn strategies for sequential problems must, therefore, tackle a number of temporal problems. These generally involve predicting future states of the environment. The states may evolve under the influence of either the problem solver's decisions (causal dynamics), or the passage of time (natural dynamics), or both; difficult prediction problems result in the last case. Learning systems developed by artificial intelligence (AI) researchers have had limited success in coping with natural dynamics.

When learning strategies by trial and error, a learning system may experiment with multiple strategies. The measured performance of tested strategies provides feedback for guiding both the selection of strategies for future tests and the modification of incumbent strategies toward improved performance. The translation of feedback into strategy modifications is called credit assignment [9]. Successive occurrences of performance feedback often span an entire sequence of decisions. The credit/blame implied by the feedback signal must be distributed temporally (among the decisions) as well as structurally (among the various factors governing each decision). Sutton [10] was the first to make this distinction between temporal and structural credit assignment (SCA). Credit assignment requires extensive knowledge of the problem domain. The temporal credit-assignment (TCA) prob-
Table 1: Components of strategy-learning problems.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Task</td>
<td>Defines a class of problems whose instances are to be solved</td>
</tr>
<tr>
<td>Problem Solver</td>
<td>Solves instances of performance task using strategies to decide what operation(s) to perform at each decision point.</td>
</tr>
<tr>
<td>Learning Environment</td>
<td>Reacts to problem solver's actions by providing feedback; may also provide prior knowledge of problem domain.</td>
</tr>
</tbody>
</table>

Problem (like the projection problems described above) is complicated by time-varying states. Existing systems solve this problem using either ad hoc schemes [11, 12], user-supplied domain knowledge [13], or Markov property (future states may depend on the current state but not on any of the past states) [14]. There is no general yet rational solution to the temporal credit-assignment problem.

Since closed-form objective functions may not be available for certain problems, strategy-learning systems sometimes optimize measured performance. The transformation of such (ill-posed) problems into well-defined ones, which the problem solver can solve, is often achieved by empirically modeling the true objective function from data. Several existing systems [15, 16, 17, 18] learn evaluation functions that associate a scalar performance metric with every state of the problem solver. When the objective-function value depends on a state sequence rather than on a single state, one needs to learn scalar-valued functions of time series. This situation arises only when the state-space representation used by the problem solver is non-Markovian, i.e., the quality of future states (solutions) depends not only on the current state but also on the path from the initial state to the current state. The problem of learning evaluation functions for non-Markovian representations has not been addressed in the learning literature.

The challenging problems in strategy learning are, therefore, the development of techniques to cope with time-varying parameters (natural dynamics), non-Markovian representations, and ill-defined objective functions.

1.2 Contributions of this Paper

We introduce attributes for classifying the problems, methods, and architectures of strategy-learning systems. We use the term strategy-learning problem to denote a triple \((\mathcal{P}, \mathcal{PS}, \mathcal{E})\), comprising a performance task \((\mathcal{P})\), a problem solver \((\mathcal{PS})\), and a learning environment \((\mathcal{E})\) (Table 1). Various aspects of \(\mathcal{P}, \mathcal{PS}, \) and \(\mathcal{E}\) dictate the form and complexity of learning algorithms and system architectures. Studying these aspects is important for both characterizing the limitations of existing systems and finding an appropriate learning system for a given application.

Figure 1 shows a coarse classification of strategy-learning problems. Broadly, learning problems can be classified as either well-posed or ill-posed on the basis of the objective functions of their performance tasks. Ill-posed learning problems have performance tasks with ill-defined objective functions; that is, the objective
functions are not specified as closed-form functions of the problem solver's inputs. Ill-defined objective functions can be further classified as either measurable or unknown. Orthogonally, one may classify learning problems on the basis of the feedback structure of their learning environments. Here, learning environments can be classified as either reactive (those that produce feedback) or non-reactive (those that don't). Further, feedback may be immediate (which occurs regularly after each decision) or delayed (which occurs intermittently).

Our focus in this paper is on the classes of strategy-learning problems shown shaded in Figure 1. These problems are characterized by slow reactive learning environments and performance tasks having ill-defined but measurable objective functions. The unshaded boxes in the third column of Figure 1 correspond to problems with one or more unknown objective functions in their performance tasks. For such problems, it is not clear at the outset what function to optimize. A common technique to solve a problem in this class is to transform it into another with either a well-defined or an ill-defined but measurable objective function. This transformation is indicated by the dashed arrows in Figure 1. Another common technique is to add constraints to the problem and to solve for a feasible solution of the constrained problem. Finally, the unshaded boxes in column 1 represent well-posed problems with immediate feedback as well as those without feedback. Such problems have been studied extensively and can be learned by existing learning techniques in AI [19].

In Section 2, we analyze the structure of strategy-learning problems and identify the key issues in strategy learning. Section 3 describes techniques for addressing these issues, and Section 4 compares four architectures of strategy-learning systems.
2 The Anatomy of Strategy-Learning Problems

We view strategy-learning problems as triples \((\mathcal{P}, \mathcal{PS}, \mathcal{E})\), comprising a performance task \(\mathcal{P}\), a problem solver \(\mathcal{PS}\), and a learning environment \(\mathcal{E}\). It is important to distinguish between a performance task and its instances; each instance corresponds to some initial assignment of values to the problem variables (inputs) of \(\mathcal{P}\). In this sense, \(\mathcal{P}\) defines a class of problems whose instances are solved by \(\mathcal{PS}\).

When presented an instance of \(\mathcal{P}\), \(\mathcal{PS}\) instantiates the decision variables (outputs) of \(\mathcal{P}\), thereby causing action via application of problem-solving operators. Operators transform both the external state of \(\mathcal{E}\) and the internal state of \(\mathcal{PS}\). \(\mathcal{PS}\) reacts to the new external state by either applying another operator or stopping; it uses strategies in deciding what operator to apply next. Sometimes, \(\mathcal{E}\) responds to operator application with feedback indicating the quality of current and recent external states. The role of a strategy-learning system (Figure 2) is to use the feedback received from \(\mathcal{E}\) in order to improve the strategies used by \(\mathcal{PS}\) in such a fashion that i) future actions will produce more favorable feedback, and ii) optimal or near-optimal stopping states (if any) will be reached quickly.

Besides modifying existing strategies, a learning system can improve the problem solver in several other ways. For example, it can i) learn a model of the objective function; or ii) learn to predict future states; or iii) learn to predict the state changes caused by a proposed action; or iv) learn to predict future feedback. The first of these is critical for ill-posed tasks; the second, for coping with natural dynamics; the third, for coping with causal dynamics; and the fourth, for solving difficult TCA problems. Whether or not a strategy-learning problem will be ill-posed depends on the objective function of \(\mathcal{P}\); similarly, whether or not it will have natural dynamics depends on the variables of \(\mathcal{P}\). A strategy-learning system will need learning to predict future states only if a causal model of \(\mathcal{PS}\) is not provided as background knowledge by \(\mathcal{E}\). Finally, prediction of future feedback is necessary only when feedback is delayed. Thus, the components of a strategy-learning problem strongly determine the specific issues that a learning system must address.
Before we begin to dissect and classify strategy-learning problems, we introduce a few problems drawn from diverse domains which will be used as running examples throughout this paper.

**Example 1.** _Learning Strategies for Load Balancing_. Consider a set of workstations connected by a local area network. Users at each workstation (or site) issue commands interactively; each command spawns off one or more jobs. The objective is to finish these jobs as quickly as possible. Through a technique called load balancing, the time taken to complete a job can be reduced by ‘migrating’ some jobs from heavily loaded sites to lightly loaded ones. A job’s completion time depends not only upon the raw speed of the site at which it is executed but also upon the ‘background load’ at that site due to competing jobs. The performance task \( P \) is to decide whether to run a job locally at its site of origin, or remotely at another site with lighter load. \( PS \), the problem solver, makes these decisions based on the job’s characteristics as well as information about the past, current, and projected loads at various sites. \( E \), the learning environment, provides feedback by measuring the speedup (reduction in completion time w.r.t. local execution) of each job.

Different formulations of the load-balancing problem represent different degrees of realism. Abstract formulations assume that i) the background load at sites does not change outside the control of \( PS \) (no natural dynamics), and ii) \( E \) provides background knowledge relating migration decisions and measured speedup. More realistic formulations drop both of these assumptions.

**Example 2.** _Learning to Steer a Ship_. The performance task \( P \) is to steer a ship in a variety of (simulated) training scenarios, eventually getting as close as possible to a specified target position, which may be different for different scenarios. A scenario is described by the current coordinates of the ship relative to the target as well as current velocity vectors. Using these values, the problem solver \( PS \) must determine the direction and amount of turn at each decision point. In contrast to load balancing, the learning environment \( E \) provides \( PS \) with rudimentary operator-application rules and some general domain knowledge.

**Example 3.** _Learning to Balance a Pole_. The controller \( PS \) aims to balance a pole that is fixed at one end to a mobile cart with one (rotational) degree of freedom. At any decision point, the cart can be moved either left or right by applying a fixed amount of force. The cart is mounted on a rail of fixed length and is constrained to not go off the ends of the rail.

This performance task \( P \) exemplifies the class of control problems [20, 21]. Other examples in this class include: i) _regulation_, in which the objective is to keep the external environment close to a “desired state,” ii) _tracking_, in which the objective is to make certain output variables follow the same sequence as their corresponding input variables, iii) _optimal-path problems_, in which the objective is to get the external environment in a desired state at a desired time, and iv) _minimum-time_
Table 2: Components of a performance task.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>External inputs (problem variables) and problem-solving actions (decision variables).</td>
</tr>
<tr>
<td>Objectives</td>
<td>Goals of problem solving and strategy learning, i.e., functions to be optimized or conditions to be achieved.</td>
</tr>
<tr>
<td>Constraints</td>
<td>Conditions that should not be violated by solutions.</td>
</tr>
</tbody>
</table>

optimal control, in which the objective is to get the external environment in a desired state in minimum time.

Control problems can be either knowledge-intensive or knowledge-lean; the latter are classified under adaptive control. Knowledge-intensive versions assume closed-form objective functions and complete knowledge of state changes (modulo noise) resulting from operator application; these tend to use static strategies called open-loop control. Knowledge-lean versions assume only that objective-function values can be sampled at each of the different states of $E$; these tend to use dynamic strategies also known as closed-loop control. Controllers usually employ state-space representations that satisfy the Markov property.

Example 4. Learning Strategies for the Towers of Hanoi Problem. The scenario consists of three towers, of which the first is surrounded by rings whose diameter decreases from bottom to top. The objective is to move all the rings, in the same order, onto the third tower. The only operator available is one of lifting a ring from the top of one tower and placing it on top of another. The constraints are that a ring can never be placed over a smaller ring.

This performance task exemplifies the class of symbolic problems that have been studied in cognitive science and AI [22, 6]. These problems feature input variables that do not vary outside the control of $PS$.

The remainder of this section is devoted to a detailed analysis of the anatomy of strategy-learning problems: the first subsection examines performance tasks; the second, problem solvers; and the third, learning environments. The final subsection isolates the key issues in strategy learning and relates them to the anatomy of strategy-learning problems.

2.1 Performance Task

A performance task $P$ can be specified in terms of its objectives, constraints, and variables (Table 2). Objectives may be specified either explicitly (as functions to be optimized) or implicitly (using measured quantities indicating objective-function values of certain states); the former are called well-defined objectives and the latter, ill-defined. Similarly, constraints may be defined either explicitly (as truth-valued
expressions of variables) or implicitly (using measured quantities indicating feasibility); the former are called well-defined constraints and the latter, ill-defined.

The variables of a performance task serve two purposes: representation and modification of external state. The space of all possible assignments of values to all of the variables of a performance task is called the state space of that task. An assignment of values to the set of decision variables is called a solution. States satisfying all the constraints of a performance task define the space of feasible solutions. For optimization objectives, the feasible states that satisfy the optimization criterion define the set of optimal solutions. In general, states satisfying both the objectives and constraints are called goal states. Sometimes, the term solution also denotes a state-space path from the initial state for a given instance to some goal state of that instance.

The objectives and constraints, respectively, of a performance task are ways to measure its quality and feasibility; together, they constitute a performance standard [23] against which strategies may be judged. Problem solvers may either add new constraints (such as deadlines or limits on memory usage) or refine the objective function by trading between quality and complexity of solutions. Even so, the objectives of performance tasks are the prime drivers of problem solving and strategy learning.

Various properties of variables, objectives, and constraints determine the complexity of strategy learning; these are, therefore, useful attributes for classifying strategy-learning problems (Figure 3).

Example 1 (cont’d). Learning Strategies for Load Balancing. Each site of a distributed system has private resources, such as CPU and memory. All sites share access to common resources such as networks and disks. The completion time of a job at a particular site depends upon the level of utilization of that site’s private resources as well as on the level of utilization of common resources: the greater is the competition for these resources due to background load, the longer a job takes to complete. In addition, the basic service requirements of a job determine how much resource it would need even if there were no competition from other jobs.

The variables of the load-balancing problem include status variables (utilization levels of various resources, such as CPU, memory, disk, and network), job descriptors
(absolute and/or relative amounts of service required by a job from the various resources), and *placement variables* (for each incoming job, the site at which it will be executed).

Different load-balancing systems target different objectives: maximum throughput (number of jobs completed per unit time); minimum average completion time (over all jobs); or minimum completion time per job. All these objectives are functions of completion time. Without any background knowledge of the relationship between variables and completion time, all of them are ill-defined functions.

Constraints may include *precedence constraints* (e.g., some jobs cannot start before certain others finish), *size constraints* (e.g., requirements on physical memory), and *placement constraints* (e.g., no more than one foreign job per site at any time). These are examples of well-defined constraints. Other constraints, such as preference for placement of communicating jobs at the same site, are ill-defined when the communication characteristics of jobs are not known ahead of time.

2.1.1 Variables

Those variables of a performance task that represent the problem solver’s input parameters are called *problem variables*, and those representing the problem solver’s output parameters, *decision variables*. An assignment of values to problem variables defines an *instance* of a performance task. An assignment of values to decision variables defines a solution. The values of problem variables are affected by changes in the state of the external environment. The values of decision variables are changed by the problem solver when its strategy is applied to particular problem instances.

**Example 1 (cont’d).** *Learning Strategies for Load Balancing.* Status variables and job descriptors are the problem variables, and job placements are the decision variables. A load-balancing system uses information about resource utilization and job characteristics in deciding where incoming jobs are placed.

**Temporal Dependence of Problem Variables.** Problem variables are said to exhibit temporal dependence when their values vary with time. Without temporal dependence, the external state varies only under the problem solver’s control; future states are relatively easy to predict, enumerate, and evaluate. With temporal dependence, however, the external state may continue to evolve even after an action has been taken. The key issue is, therefore, the prediction of future states defined as Issue 1 in Table 3.

**Example 2 (cont’d).** *Learning to Steer a Ship.* Ships tend to have a large momentum. If no steering operations are taken, the current speed and direction of the ship (and water current, if significant) determine the ship’s course. Given qualitative rules describing the ship’s dynamics, steering actions are chosen only after considering the (predicted) states of the ship under the combined effects of the causal and natural dynamics of steering.
Table 3: A summary of all the issues in strategy learning.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1: Prediction of Future States</strong></td>
<td>Problem solvers and strategy-learning systems choose strategies based on the quality of external states produced. An important issue is the prediction of time-varying problem variables that requires consideration of natural dynamics (the laws governing time-dependent behavior). Certain learning environments provide qualitative laws describing the natural dynamics as background knowledge; in such scenarios, the problem of predicting future states is one of reasoning with qualitative temporal models [24]. In others, the model of temporal variation must be induced by the learning system based on repeated observation of state sequences; in such cases, prediction of future states is a problem of learning to predict time series [25].</td>
</tr>
<tr>
<td><strong>2: Generalization across Instances of the same Performance Task</strong></td>
<td>Except for the most trivial problems, it is impossible to expose a strategy-learning system to all possible instances of a performance task. Even so, the strategies developed by a learning system are expected to work on &quot;similar&quot; (hitherto unseen) instances. The issue of generalization concerns how well the strategies learned perform on such new instances. For performance tasks with numeric variables, generalization is spontaneous because well-behaved decision functions yield similar outputs for similar inputs. However, with symbolic variables, the learning system must generalize explicitly; i.e., it must determine the exact set of instances that can be solved using a solution developed for one particular instance.</td>
</tr>
<tr>
<td><strong>3: Dynamic Decision Making</strong></td>
<td>In dynamic decision problems, interactions among decisions need to be considered. Dynamic decision variables require causal models for representing the interdependence between decisions and states. Briefly, a causal model is defined as a set of rules for determining the new state given an old state and a decision. It must be stressed that for tasks with time-varying problem variables, the new state has a causal component (due to decision-making) as well as a temporal component (due to the natural dynamics of the external state).</td>
</tr>
<tr>
<td><strong>4: Standard-of-Comparison Problem</strong></td>
<td>This problem, first recognized by Ackley [26], concerns the method of assessing feedback. If the objective function of a performance task is well-defined and the Markov property is satisfied, then dynamic programming provides a way to choose the optimal alternative at each decision point, thereby defining an optimal strategy. Other decisions can be evaluated with respect to this optimum. If, however, the objective function is ill-defined, it is difficult to assess solution quality in absolute terms, and alternative operators can only be evaluated relative to each other.</td>
</tr>
<tr>
<td><strong>5: Learning an Objective Function</strong></td>
<td>When an objective function is ill-posed, information about the goals of problem solving is implicit in the feedback associated with each state. Since feedback for a state is generated only if the state has been traversed, learning the objective function is more difficult. Two cases need to be considered. First, when states can be evaluated independently, one can tabulate evaluations as (&lt;\text{state,feedback}&gt;) pairs. The problem of making the learning problem well-posed then reduces to one of fitting a function to the tabulated data. Second, when measured objective-function values depend on several states, one can regress either a simple function upon the current and past values of problem variables, or an autoregressive (recursively defined) function on just the current values.</td>
</tr>
</tbody>
</table>
Table 3 (cont’d): A summary of all the issues in strategy learning.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>6: Learning while Searching</td>
<td>This is also known as within-trial learning: the nondeterminism in later stages of search is reduced using information about states visited in earlier stages. It is especially useful for learning stochastic strategies which, depending on the amount of prior knowledge available, may start with a random search and eventually converge to an almost deterministic search [27]. Learning while searching is also useful for problem solvers that employ deterministic strategies to expand large search spaces [28, 29]. For learning with asynchronous feedback, which precludes identification of clean learning episodes, as well as for learning in changing environments, learning while searching is the only tractable way to learn. Learning while searching requires the learning algorithm to have low overhead because learning occurs at each decision point.</td>
</tr>
<tr>
<td>7: Constraint Handling</td>
<td>Constraints limit the solution space for decision variables on the one hand, and impose restrictions on generalization by the learning system on the other. The strategies generated by the learning system must not recommend operators that lead to infeasible states.</td>
</tr>
<tr>
<td>8: Violation of Markov Property</td>
<td>This issue entails the incorporation of past states and decisions into the current decision point: a history of past decisions needs to be maintained for both decision making and TCA. Corollary issues, such as how to 'forget' old or unimportant decisions, must also be addressed [30]. The problem is particularly acute for tasks with time-varying problem variables because past states and decisions may carry information useful at future decision points.</td>
</tr>
<tr>
<td>9: Storing Past Decisions</td>
<td>There are two related problems: managing the storage of the state vectors leading to the final state, and optimizing the time for distributing credit among them. The first problem in maintaining such a history is that of size. Not all the information in a state vector is relevant, nor is it feasible to go through the entire history each time a feedback signal is received. Determination of the past information to be retained then becomes important. Even with non-Markovian state spaces, and especially with time-varying problem variables, the effects of decisions become insignificantly small after a certain time interval; such decisions should be 'forgotten' or deleted from the history. The second problem concerns the extraction of relevant information from past history so that when feedback becomes available, it can be distributed among decisions in proportion to their contribution to the state(s) being evaluated by the current feedback signal.</td>
</tr>
<tr>
<td>10: Managing General Objectives</td>
<td>With general problem solving, learning systems are expected to learn strategies whose “desired state” may vary from one problem-solving scenario to another. This requires representation schemes that bring out the internal structure of objectives as well as the techniques for achieving general goals. The learning system may need to use general-purpose reasoning techniques [31, 32]. In this case, the procedural component of the knowledge stored should be reduced to a minimum; such reduction in procedural knowledge may slow down learning as well as problem solving. A more important consequence is that the learning system may need to acquire different strategies for meeting different objectives. This raises the need for efficient indexing of strategies by goals [33].</td>
</tr>
</tbody>
</table>
Table 3 (cont’d): A summary of all the issues in strategy learning.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>11: Handling Structured Solutions</td>
<td>For generating structured solutions, static strategies are preferred over dynamic ones because static strategies can simultaneously consider multiple (interdependent) decision points. Static strategies are feasible in knowledge-rich problems in which the strategy-learning system exploits the structure of the solutions already tested in order to find solutions for problems not seen before. Such learning requires substantial deductive reasoning as well as inductive generalization of solutions. Static strategies are not possible in knowledge-lean applications because there is not enough prior knowledge to guide the design of such strategies. In this case, new knowledge acquired during learning must be incorporated into new strategies in the system, causing considerable overhead during learning.</td>
</tr>
<tr>
<td>12: Nondeterminism</td>
<td>The strategy learner must be designed so that it can discover heuristic rules for choosing the ‘best’ alternative without having to explore all of them. In knowledge-lean environments, alternatives cannot be compared a priori because there is insufficient information. Moreover, the exploration of an alternative may have an irreversible side-effect on the external state, especially for tasks having time-varying problem variables. In this case, the learning system may sustain nondeterminism by introducing a controlled element of randomness in decision making. Only one randomly selected alternative is explored on each visit to a state, but several different alternatives may be explored if each state is visited several times. This is achieved using stochastic strategies, which are popular in strategy-learning systems for knowledge-lean environments [27, 34].</td>
</tr>
<tr>
<td>13: Structural Credit Assignment (SCA)</td>
<td>SCA deals with methods for apportioning feedback $F$ to elements of the decision process. These methods depend on the ‘structure’ of the decision process, and whether $F$ is prescriptive or evaluative. It is often more difficult when the decision process is procedural and the feedback, evaluative.</td>
</tr>
<tr>
<td>14: Temporal Credit Assignment (TCA)</td>
<td>TCA is the first stage in the assimilation of feedback and precedes SCA during learning. It divides up feedback $F$ between current and past decisions. Methods for TCA depends on whether the state space is Markovian. Non-Markovian representations and direct operations often require more complex TCA procedures.</td>
</tr>
<tr>
<td>15: Predicting Future Feedback</td>
<td>Predicting future feedback is important when feedback is delayed; here, the learning system needs to estimate future feedback in order to determine the magnitude and direction of parameter modification. When the environment produces immediate prescriptive feedback, the learning system simply attempts to reduce the error between the observed and the desired values of decision variables. However, when the feedback is evaluative, the learning system must learn to predict the externally generated feedback signals using its own internal state. Especially when feedback is temporally global, or when the objective function is ill-defined and measured over intervals, it is not obvious which states will lead to better feedback. While prior prediction of future feedback is useful for decision making, a posteriori association of feedback and states (as in the TCA problem) is useful for learning.</td>
</tr>
</tbody>
</table>
Numeric versus Symbolic Problem Variables. Problem variables can be either numeric or symbolic. For performance tasks having numeric variables only, the degree of similarity between different instances can be defined using distance functions in the input space. Symbolic values, on the other hand, often exhibit internal structure, which precludes numerical characterization of similarity between instances. The issue involved is stated as Issue 2 in Table 3.

Static versus Dynamic Decision Variables. The goals of problem solving are specified as functions and formulae of decision variables. A problem solver instantiates (assigns values to) decision variables during decision making. The final assignment of values constitutes a solution state. Frequently, decision variables represent actions and their parameters. Decision variables whose instantiation affects future inputs to a problem solver (i.e., future values of problem variables) are called dynamic decision variables; and those whose instantiation does not affect future inputs, static decision variables. Temporal dependence is the only source of variation for strategy-learning problems having static decision variables (called static decision problems); in this case, the context of strategy learning can be limited to one decision point at a time. The more difficult issue is on dynamic decision problems where the external state evolves under the influence of the problem solver’s actions. The related issue is summarized as Issue 3 in Table 3.

Example 1 (cont’d). Learning Strategies for Load Balancing. Usually, PS employs a dynamic load-balancing strategy that decides placements based on values of status variables. When a job is migrated from one site to another, its net effects are reduced load on resources local to the originating site and increased load on resources local to the remote site. Therefore, status variables evolve under the effect of placements, making this a dynamic decision problem.

However, there exist formulations of this problem in which all the jobs to be placed are available at the outset, and placements do not depend on status variables. Such strategies are appropriately called static load-balancing strategies. In these, job descriptors are the only problem variables and do not evolve under the effect of placements, making this a static decision problem. The context of strategy learning includes only one decision point: the one at the initial state, although each decision (of simultaneously placing all the jobs) tends to be complex.

2.1.2 Objectives

Figure 3 shows that various degrees of precision are possible in specifying the objectives of a performance task. Traditionally, problem solvers have attempted only performance tasks having closed-form objective functions. Realistic applications, however, frequently involve ill-posed tasks whose objective functions are either unknown or empirically determined.

Well-defined, Ill-defined, and Unknown Objectives. Objectives are said to be well-defined when a closed-form objective function of problem variables is (either explicitly or implicitly) specified, and ill-defined when such a specification is
unavailable but states can be evaluated either individually or collectively. When the objective function is unknown, the problem solver must use prior knowledge to assume either a well-defined or an ill-defined objective function. In the case of ill-defined objective functions, the measured objective-function values may evaluate states either individually or collectively. In the latter case, evaluations are not available for every state and, when available, measure the overall quality of a sequence of successive states.

**Example 1 (cont’d). Learning Strategies for Load Balancing.** Objectives such as equalizing the load across all sites are well-defined provided “load” itself is a well-defined entity. In abstract formulations of the problem, popular with queuing theorists, CPU is the only resource of contention, and the level of CPU utilization is considered the sole determinant of the overall load. The objective is well defined because load can be defined easily in terms of the available inputs (CPU utilization).

Usually, the objectives of load balancing are defined in terms of job completion times. Without extensive knowledge of hardware architecture and the operating system’s scheduling policy, completion-time-based objective functions are ill-defined. Automata theorists [35] choose to formulate completion time as a function of only the current values of status variables; this results in an ill-defined objective function whose values can be measured for states individually. In this case, a deterministic evaluation function can be learned by regressing job completion time onto the values of status variables at the time of starting the job.

In reality, the completion time of a job depends on past, current, and future values of status variables [36], which makes it an ill-defined function whose values evaluate multiple states. If non-recursive models — such as MA [37] — are used in regression, then the window of past status variables to consider must be determined first. If, on the other hand, recursive regression models — such as ARMA and ARIMA [37] — are used, then the coefficients of the model must be determined using the relatively complex time-series regression techniques.

A number of alternative objectives are possible for the load-balancing problem. For instance, if throughput (number of jobs processed per unit time) is to be maximized, then it does not matter whether or not specific jobs complete sooner with load balancing than without it. This objective is valid for users who submit jobs in batches (groups), and only the performance of the batch is relevant. On the other hand, when scheduling independent jobs, it may be important to have a high probability of speeding up each individual job. In this case, good performance on large jobs cannot compensate for poor performance on small jobs. A learning system starting without a specific objective must compare alternative proposals and choose the one whose predicted value matches the actual feedback from the user.

For performance tasks with ill-defined objective functions, the goals of learning and problem solving are not clear at the outset; they must be inferred using either prior knowledge or goal-related information implicit in the feedback. For problems with non-reactive learning environments and ill-defined objectives (Class 8 of Figure 1), feedback must be generated internally by the learning system.

The following three issues arise in learning strategies for performance tasks with ill-defined objective functions: standard-of-comparison problem (Issue 4), learning
an objective function (Issue 5), and learning while searching (Issue 6). We define these issues in Table 3 and illustrate them by the following examples.

Example 1 (cont’d). Learning Strategies for Load Balancing. To illustrate Issue 4, consider the load-balancing problem that has ill-defined objectives. To solve the standard-of-comparison problem in the evaluation of load-balancing strategies, the case with no load balancing is often used as a point of reference. This approach requires that two sets of experiments be performed using exactly the same set of jobs and loading conditions: once with, and once without, load balancing [38].

To illustrate Issue 5, note that completion time is not a well-defined function of status variables alone, and job descriptors are rarely available when decisions are made. The completion-time-based objective functions are ill-defined and can be evaluated only over state sequences. When queuing models of computers and jobs are available and applicable, objective functions are well-defined, and the queue sizes on various resources of contention [39, 40] can be shown to be useful for predicting completion time. In practice, the use of these models is questionable, and objective functions need to be modeled from data relating completion times of jobs to load conditions at the time of decision making.

Example 3 (cont’d). Learning to Balance a Pole. As the learning system gets better at balancing, the episodes become longer with no external feedback. To limit memory usage, the learning system must learn within trials. One way to do this is for the learning system to predict future feedback, and use its own predictions in place of the real feedback. Whenever external feedback does become available, it can be used to train the internal feedback-generation mechanism.

2.1.3 Constraints

The constraints of a performance task determine its space of feasible solutions over which optimization is performed. They may either be explicitly specified, or be built into the problem solver's strategy, or be part of the objective function. Constraints can be classified on the basis of their exactness (as hard or soft), as well as their specification (as well-defined or ill-defined) (Figure 3).

Hard versus Soft Constraints. Hard constraints impose sharp boundaries on the state space, demarcating feasible solutions from infeasible ones. They curtail syntactic generalization (syntactically similar problems having similar solutions) and are usually enforced by a move generator in the problem solver. Problems with hard constraints are sometimes solved by first solving relaxed versions of the original problems in order to obtain an approximate solution, which is then used as an initial state for an exact solution. On the other hand, problems with soft constraints are associated with a large space of feasible solutions. These constraints are usually transformed into penalty terms that are added to the objective function.
Well-defined versus Ill-defined Constraints. Well-defined constraints are defined as truth-valued functions of a performance task's variables; hence, one can determine whether a solution is feasible or not by testing whether it satisfies the constraints. In contrast, ill-defined constraints are either unknown or too complex to be modeled as functions of problem and decision variables. As a result, the constraints cannot be formulated as truth-valued functions. In some cases, ill-defined constraints become well-defined during the course of problem solving and are incorporated in the problem solver. For instance, if a robot is attempting to fit a projection on one part into a slot in another but does not have geometric models of the two parts, then it can discover infeasible moves by testing whether the move is feasible and by hypothesizing a model of infeasible regions. If the robot knew that all slots are square in shape and aligned parallel to some known coordinate system, then it may find the exact coordinates of the slot after a few trials.

The key issue on constraint handling (Issue 7 in Table 3) is related to how constraints are handled by PS that are to be learned by the learning system.

Example 1 (cont'd). Learning Strategies for Load Balancing. Graph-theoretic formulations of load balancing take into account explicit precedence and placement constraints both of which are hard, well-defined constraints. System engineers, on the other hand, either ignore these dependencies or enforce them procedurally in the problem solver. Size constraints in load balancing are examples of soft, ill-defined constraints because the memory requirements of a job are usually data-dependent and cannot be modeled analytically. Too large a job for a small physical memory causes only a gradual degradation in performance. Thus, there is no sharp boundary between feasible and infeasible states. Because of such 'softness,' size constraints are often expressed as preferences, becoming part of the objective function.

Example 4 (cont'd). Learning Strategies for the Towers of Hanoi Problem. This problem has one significant hard constraint, namely, that no disk can ever be placed on another of smaller diameter. When generalizing from solutions to specific sub-goals to strategies for achieving more general goals, the learning system must ensure that the strategies it learns do not violate this constraint.

Table 4 illustrates the structure of $P$ for the four strategy-learning problems described in the beginning of Section 2.

2.2 Problem Solver

Problem solvers employ representation schemes to internally represent problems and solutions; they also have a repertoire of operators which are used for transforming initial states into goal states. (A sequence or a partial order on the set of operators constitutes a solution.) The problem solver uses parameters that may be tuned via learning as well as others that are constrained in its design. In this section, we identify those aspects of problem solvers' representations, operators, and strategies that influence the design of strategy-learning systems. The components of problem solvers and their properties are shown in Figure 4.
Table 4: Examples of performance tasks in strategy learning.

<table>
<thead>
<tr>
<th>Example</th>
<th>Performance Task P</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancing</td>
<td>To schedule incoming jobs</td>
<td>Problem variables (indicators of background workload, job characteristics) are numeric and time-varying; decision variables (placements), dynamic.</td>
</tr>
<tr>
<td>Ship Steering</td>
<td>To decide when and how much to turn</td>
<td>Problem variables (position and velocity) are time-varying; and the decision variables (amount of turn), dynamic. The objective function (navigating the ship along a trajectory) is ill-defined, measurable over intervals.</td>
</tr>
<tr>
<td>Pole Balancing</td>
<td>To balance an inverted pendulum</td>
<td>The problem variables (the pole's angle of inclination and angular velocity, and the cart's position and linear velocity) are numeric time-varying; and the decision variables (direction of applied force), dynamic. The objective is ill-defined, measurable over instants.</td>
</tr>
<tr>
<td>Towers of Hanoi</td>
<td>To achieve a desired configuration of disks on the towers</td>
<td>The problem variables (specifying one of the three towers each disk is on) are symbolic and constant; and the decision variables (which disk to move where), dynamic. The objective (to achieve a desired configuration) is well-defined; and the constraints (no disk can be placed over another of smaller diameter), exact.</td>
</tr>
</tbody>
</table>

2.2.1 Representation

States and objective functions are significant components of strategy-learning problems; their representation determines the type of strategy-learning technique used. Following are the key properties of states and objective functions that affect strategy learning.

Markovian versus Non-Markovian State Space. If each state carries enough information to permit optimal decision making without consideration of past states or past decisions, then the state space is called Markovian. Markov property asserts that the future behavior of a system is not affected by past states, given the current state [41]. Its manifestation in decision making is the path-independence axiom: the optimal decision in a state does not depend on the state-space path leading to that state [42]. For such state spaces, past states and past decisions do not influence current decisions.

If the state space is non-Markovian, then a history of past states and/or past decisions needs to be maintained for use in making future decisions. Often in the former case, large state vectors may be needed to capture all of the useful information in one state. When the number of problem variables is large, one may choose to track only a few significant variables rather than retain the entire state vector; such representations will be inherently non-Markovian.

Violation of Markov property is especially easy to verify for systems having time-varying problem variables. One can study the partial autocorrelations [37] of the time series generated by problem variables: nonzero correlations at lags
greater than one are the simplest evidence for the violation of Markov property. The corresponding issue (Issue 8) is described in Table 3.

Example 1 (cont’d). Learning Strategies for Load Balancing. The violation of Markov property is clearly illustrated by significant partial autocorrelations at lags greater than 2 observed in the time series generated by the status variables [36].

The violation of Markov property and the consequent importance of past decisions during TCA entail the storage of past decisions and possibly even the states in which those decisions were taken. The related problems on storing past decisions are summarized as Issue 9 in Table 3.

Example 1 (cont’d). Learning Strategies for Load Balancing. Since this problem violates Markov property, past states and/or decisions need to be stored. The effects of past states on future decisions are captured in decision metrics (called load averages) that are used in decision rules instead of status variables. The formulae for computing load averages can either be user supplied [43] or be induced from completion-time measurements [44].

General versus Specific Objectives. A problem solver may be either general-purpose or specialized, depending on whether it can represent and solve a class of problems rather than a single problem. General problem solvers need to index their strategies by the structure and the content of their objective functions. Unlike specialized problem solvers, the ability to represent and manipulate explicitly represented objectives is paramount in this case. Specialized problem solvers are common in the literature on control [28], whereas generalized problem solvers are common in the literature on planning and problem solving [45]. Strategy-learning systems for general-purpose problem solving face the problem of generalizing across tasks; that is, the experience from one problem may need to be generalized to a different problem. For specialized problem solvers, strategy learning merely warrants generalizing across instances of the same problem (Issue 10 - managing general objectives - in Table 3).
Direct versus Indirect Operators. Problem solvers transform their internal and external states by applying operators. Operators can be either direct or indirect. Direct operators act independently on the objective function without interfering with other instances of operator application. The effects of direct operators combine in simple ways, satisfying criteria such as additivity and superposition [46]. On the other hand, the effects of indirect operators combine in complex ways, such as through causal chains or AND-OR graphs [47]. In this sense, strategies involving indirect operators generate solutions having more 'structure.' Numerous examples exist, especially in planning [48], of problems that require such indirect problem-solving capability. Strategies using indirect operators warrant complex strategy-modification techniques.

Indirect operators are used in structured solutions: a solution is structured when a number of indirect operators contribute to the reward state(s) of the external environment. Indirect operators, in conjunction with hard constraints and symbolic problem variables, characterize some of the most complex learning problems. An important issue is, therefore, the design of strategies for generating structured solutions under various environments. (Issue 11 in Table 3).

Example 1 (cont'd). Learning Strategies for Load Balancing. Placement of independent tasks is a direct operator because its effect on the external environment can be completely captured by changes in the values of the status variables. Different instantiations of this operator interact in simple ways, reducing load at the source of a migrating job and increasing it at the destination. Thus, balancing tasks without precedence constraints result in unstructured solutions. On the other hand, the placement of dependent tasks requires (indirect) operators for matching, sorting, and assignment, which combine into structured solutions.

2.2.2 Problem-Solving Strategies

A problem solver should have an internal bias towards certain preferred modes of problem solving. One without such preferences would be horribly inefficient for most practical applications, despite its tremendous generality. Another reason for bias is that expert knowledge may be available only in the form of time-tested procedures. For efficiency and practicality, such procedures should be built into problem solvers as skeletal strategies, and subsequently refined by strategy learning.

Strategies can be classified, based on the type of decision rules employed, into deterministic and stochastic. Further, one can distinguish between static and dynamic strategies on the basis of when the problem-solving decisions are made. These distinctions are explained below.

Deterministic versus Stochastic Strategies. A deterministic strategy always recommends the same operator for an external state in a given context, no matter how many times this state recurs. Stochastic strategies, on the other hand, explore multiple alternative decisions at those decision points where a choice cannot be made a priori. Extra knowledge for guiding such a search may take the form of decision rules for assessing either the probability that a particular alternative will be
explored, or the order in which alternatives will be explored. Stochastic strategies have the potential for producing better solutions at the cost of extra computations.

Several problems discussed earlier — standard-of-comparison and learning-while-searching — are related to the basic problem of nondeterminism in problem solving. When a problem solver is forced to choose between alternatives, it must attempt to reduce the nondeterminism by limiting the number of alternatives actually explored. The challenge of nondeterminism is summarized as Issue 12 in Table 3.

Example 1 (cont’d). Learning Strategies for Load Balancing. Instead of instantiating the decision variable directly, the controller PS computes the probabilities of the left and the right moves at each decision point [49]. The actual assignment of a value to the decision variable is performed randomly using these probabilities. This approach is easily extended to the case with multiple alternative actions at each decision point [50]. As the probabilities of selection become more and more biased in favor of good alternatives, nondeterminism is reduced.

Static versus Dynamic Strategies. While certain strategies make decisions based on the specific state associated with each decision point, others recommend a series of decisions based on just the initial state. The former are called dynamic strategies; and the latter, static strategies. Static strategies are faster but inappropriate for problems whose variables cannot be predicted accurately or efficiently a priori. Designing static strategies requires a complete and accurate model of the external environment; dynamic strategies, because they make decisions about one or a few actions, require less prior knowledge and are simpler to design. However, dynamic strategies are computationally more expensive to apply than static ones because they warrant run-time information gathering and inference.

Strategies generated by conventional planning methods of AI [51] are static, whereas those generated by conventional dynamic programming methods of control and optimization [42] are dynamic. There exist numerous variants of conventional planning techniques that use dynamic strategies; these are called reactive planning methods [52, 53, 54, 55, 56, 57] in AI.

Example 1 (cont’d). Learning Strategies for Load Balancing. Two types of problem solvers represent, respectively, the analytical and software-based approaches to the load-balancing problem. Both are designed for specific objectives and employ Markovian representations, using only the current state in making load-balancing decisions. Because the status variables do not directly permit such representation, these problem solvers use ‘load indices,’ which are abstract variables computed as moving averages of computation load. Often, the coefficients of moving averages are chosen ad hoc. An alternative considered in some of our recent work [36] is to employ non-Markovian representations and learn the relative importance of past and current values of status variables for predicting speed-ups of tasks.

The problem solvers designed for handling precedence constraints often employ indirect operators in which a number of different operators contribute to the reward state(s) of the external environment. Solutions in this case are said to be struc-
Table 5: Examples of problem solvers in strategy-learning tasks.

<table>
<thead>
<tr>
<th>Example</th>
<th>Problem Solver PS</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancing</td>
<td>Process migration software</td>
<td>Representation of states is non-Markovian; objectives specific. The operators (process migration) are direct. Practical strategies employ dynamic decision making and either deterministic or stochastic decision rules.</td>
</tr>
<tr>
<td>Ship Steering</td>
<td>A program for navigation</td>
<td>Representation of states is non-Markovian; objectives general. The operators (turning actions) are direct. The strategy is static, and the decision rules are deterministic.</td>
</tr>
<tr>
<td>Pole Balancing</td>
<td>A controller to apply a fixed force left or right</td>
<td>The controller employs Markovian representations for states, and works for a specific objective. The controllers (applying the force) are direct. The controller uses stochastic strategies.</td>
</tr>
<tr>
<td>Towers of Hanoi</td>
<td>A program for partitioning objectives and for searching among moves</td>
<td>The problem solver employs a Markovian representation of states and is able to handle general-purpose goals because multiple goals are generated for each problem instance. Its operators (moving disks) are indirect, and its strategies, deterministic and static.</td>
</tr>
</tbody>
</table>

Others generally use the simpler direct operators such as sending a job to a remote site and accepting a job sent by a remote site. Analytical solutions often employ stochastic strategies [35, 58, 59], although deterministic strategies are more common [60, 61].

Dynamic load balancing strategies take into account the load average at each site in deciding where to send the next job, whereas static strategies schedule jobs according to a predetermined criterion unaffected by the dynamic variations of workloads. While static strategies avoid frequent communication of status information among sites, they fail to exploit dynamic imbalances in load whose occurrence cannot be predicted ahead of time.

Table 5 illustrates the structure of PS for the four strategy-learning problems described earlier.

2.3 Learning Environment

The interface between a strategy-learning system and the external world is called the learning environment. Environments that generate feedback are called reactive environments. These include human trainers and/or programs that generate feedback for the learning system, as well as other sources external to the learning system that provide prior knowledge relating problem variables and decision variables to feedback. If the environment is not reactive but the objective function is measurable (Figure 1), then the measurements can be used in feedback generation. In this case, certain additional issues such as the standard-of-comparison problem need to be addressed. The components of a learning environment are shown in Figure 5.
2.3.1 Feedback

The nature of feedback is the single most important determinant of the form and complexity of strategy-learning algorithms. Feedback may be a corrective error signal or a scalar evaluation signal, covering either one or more decision points, and generated either periodically or intermittently. Feedback can even be generated internally in the learning system when little or no external feedback is available.

Translation of environmental feedback (F) into strategy modifications is called credit assignment. It is a problem in inverse modeling of both the environment and the problem solver: the learning system attempts to determine what changes in the decision process will bring about desirable feedback on similar instances in the future. Different types of feedback require different schemes for credit assignment. Since credit assignment is a key component of any learning algorithm, different types of feedback require different kinds of learning algorithms.

**Prescriptive versus Evaluative Feedback.** Feedback signals carry certain explicit and implicit information useful for altering the behavior of a problem solver. Signals that carry more explicit information require simpler learning rules but a more informed source than those that carry more implicit information. Based on the amount of explicit information, one can distinguish between prescriptive and evaluative feedback.

*Prescriptive feedback* carries explicit information about the desired operators and/or states; the learning system can use it for computing an error signal to be minimized via strategy modification. However, generating such feedback requires a *teacher* who knows what the correct outcome should be. Learning from a teacher is called *supervised learning* [62].

**Example 2 (cont’d). Learning to Steer a Ship.** Since the desired course of the ship is specified, this is an example of prescriptive feedback. At every decision point, the problem solver knows how far off the desired course it is.

*Evaluative feedback* carries only implicit information about the desired behavior but explicit evaluation of the observed behavior. Generating such feedback requires
only a critic [63] who has some prior knowledge of the objective function and can assess the goodness of external states or sequences thereof. Scalar evaluative feedback signals are called reinforcements [9] and learning from such signals, reinforcement learning.

Example 3 (cont’d). Learning to Balance a Pole. The learning environment generates (negative) feedback only when the pole falls down; otherwise, no feedback is generated. Such a feedback specifies only how well a problem solver is performing but not what the desired external states are. This is an example of evaluative feedback.

Structural Locality of Feedback. The goal of learning is to modify either the decision rules or certain parameters thereof. Many rules or parameters may be involved at each decision point; these may be evaluated either individually or collectively: if individually, feedback is termed structurally local; otherwise, global. Usually, feedback is structurally global (the external environment evaluates decisions but not individual rules), and the evaluation of individual rules is left to the learning system. Translation of structurally global feedback into a structurally local one is called structural credit assignment (SCA) [10]. Examples of structurally local feedback are rare: in some learning environments, a source of knowledge external to the learning system may separate the individual effects of different rules and then feed these back to the problem solver; in yet others, the rules might operate on independent aspects of a problem, each associated with its own feedback signal (refer to ICA --- independent credit assignment --- discussed in Section 3.2.1). The issue involved is stated as Issue 13 --- structured credit assignment --- in Table 3.

When the rules encoding a decision maker's strategy combine in predictable and well-defined ways at every decision point, one can associate a 'structure' with the decision process. For instance, a proof tree might be used for representing a symbolic decision process, as in explanation-based learning [13]. Structures such as proof trees are generated dynamically. Examples of static decision structures include feedforward neural networks, as in Anderson's pole-balancing system [49]. In either case, the goal of SCA is to translate the (temporally local but structurally global) feedback associated with a decision point into modifications associated with various parameters of the decision process.

When a problem solver encodes its strategy using procedures rather than rules, the 'structure' of the decision process is not obvious. Here, SCA must either be avoided entirely or be used to associatively correlate the values of decision-process parameters with average feedback. For instance, certain problem solvers for load balancing [64] use parameterized decision procedures rather than a rule base [61] to represent their strategies. In these, SCA is used merely to associate the average completion time over a set of test jobs with every tested set of parameter values: such SCA perform selection among alternative strategies rather than modification of an incumbent strategy.

When feedback \( F \) is prescriptive and strategy \( S \) used by \( D \) is deterministic, SCA is relatively easy; it involves reduction of the difference between the observed and
the desired values of the decision variables. For instance, in problems of tracking
and trajectory planning [65], as well as in the ship-steering problem discussed earlier
(Example 2), the desired final state is explicitly known. On the other hand, when
strategy $S$ used by $P_S$ is stochastic, SCA involves estimation and optimization of the
probability of producing the desired outcome. For instance, in load balancing
(Example 1), if the learning system forms internal models of jobs using Markov
chains, [66], then it must adjust the transition probabilities of its model to match
those of the job being executed.

When $F$ is evaluative, it is not clear what the desired values of the decision
variables should be, nor are the direction and magnitude of parameter modifications
obvious. In this case, SCA requires assumptions about how the feedback signals
evaluate the current strategy. SCA can be simplified when the decision process
involves only a small number (say two or three) of discrete outcomes [50]. For
instance, one might compare the current evaluation against a moving average of past
evaluations in order to determine whether the probability of the observed outcome
should be increased or decreased [26]: if the difference is favorable (positive for
maximization of evaluation), the probability of producing the observed outcome is
made closer to 1, and that of the remaining outcomes reduced accordingly; and vice
versa.

SCA with evaluative feedback always involves search among alternatives. Stochas-
tic strategies [27, 50] perform such search implicitly, and deterministic strategies [67],
explicitly. At each decision point, the decision process chooses an operator to apply.
When the decision process selects the operator producing the best evaluation, the
values of decision parameters are treated as positive examples; otherwise, negative
examples. SCA attempts to create decision regions in the space of problem variables
so that each region has associated with it the best expected outcome for instances
falling in that region. In general, there is a tradeoff between exploration (via search)
and testing (repeatedly applying the decision process to new instances in order to
gain confidence in the quality of the moves selected by the decision process).

**Temporal Locality of Feedback.** The environment produces feedback in re-
sponse to the problem solver's decisions. Feedback may evaluate decisions either
individually or collectively: if collectively, several decision points may elapse before
feedback becomes available. Such feedback is called *delayed feedback*; it contains
the combined evaluation of several decisions. Delayed feedback explicitly evaluates
the current state and implicitly evaluates past states and decisions, especially for
dynamic decision problems. Based on the temporal properties of feedback, one can
distinguish between temporally local and temporally global feedback.

*Temporally local feedback* applies to decisions individually. In solving a large
and complex problem, a problem solver may make many decisions; temporal lo-
cality requires that the environment should produce an explicit reaction to every
decision. The burden of disentangling the interdependencies among decisions is on
the environment rather than on the learning system. Therefore, systems that learn
from temporally local feedback are easier to design than the ones that learn from
temporally global feedback.

*Temporally global feedback* applies to decisions collectively. Resolution of inter-
dependence of decisions shifts from the environment to the learning system, which
must distribute the feedback between decisions using knowledge of cause-effect relationships between decisions and feedback. Translation of temporally global feedback into temporally local feedback is called temporal credit assignment [10] (issue 14 in Table 3).

If the state space is Markovian, then $\mathcal{F}$ can be modeled as a function of only the current state; as a result, recent decisions (which directly contribute to the current state) are more eligible to receive feedback than past decisions (which contribute only indirectly through intervening decisions and states). In particular, with direct operators (which independently cause the evaluation), it suffices to have a discount factor (less than 1) for determining the relative importance of each decision with respect to its successors. For instance, if the discount factor is 0.9, then the decision immediately preceding the feedback signal will have a weight of 1, the one preceding it 0.9, the next one 0.81, and so on.

For non-Markovian representations and indirect operators [30], past decisions and/or states may need to be retained because they may influence feedback $\mathcal{F}$ independent of the current state. Ill-defined objective functions that can only be measured over intervals also require the retention of past states and/or decisions. Determination of the relative importance of successive decisions may involve more than just a simple discount factor. Instead, the interdependence between different decisions may need to be captured explicitly using dependence graphs.

Example 1 (cont'd). Learning Strategies for Load Balancing. In load balancing, credit assignment is complicated by delayed evaluative feedback. As jobs complete, they are evaluated and feedback signals generated. TCA involves dividing such evaluations among the scheduling decisions made at various sites. The non-Markovian state space of load balancing [36] requires explicit solution of TCA. Simple discount factors are inappropriate because the completion time of a job is not predominantly affected by the latest placement decisions.

Example 3 (cont'd). Learning to Balance a Pole. Since the system state following a left/right move is completely determined by the knowledge of its current state and the proposed move, the state space is Markovian, and the interaction between states decays exponentially with respect to time [37]. Such exponential decays can be computed dynamically as discount factors [68]. Efficient procedures [69] proven to work for Markovian representations are known for this and related problems.

Example 4 (cont'd). Learning Strategies for the Towers of Hanoi Problem. The operators are indirect but the state space is Markovian. Feedback is delayed with respect to decisions; hence, TCA must be addressed. Due to the causal connections between decisions and states, solutions are structured. In this case, TCA separates essential states (those on the path from the initial to the desired state) from nonessential ones. SCA is then applied to generalize the reduced solution structure so it can be used for solving similar problem instances in the future [13].
Synchronous versus Asynchronous Feedback. The timing of feedback dictates the ease with which a learning system can partition its data into episodes or trials. When feedback occurs at predictable stages of problem solving, learning is episodic. Both the SCA and TCA problems discussed above are simplified when feedback distribution is confined within episode boundaries. Such feedback is called synchronous. When the time of occurrence of feedback is not easily predictable, the learning system is responsible for bounding the scope of feedback distribution. Only a finite number of past decisions and/or states can be retained between successive occurrences of feedback, and the learning system is responsible for their storage and TCA. Hence, an important issue with asynchronous feedback is the prediction of times for future feedbacks (Issue 15 in Table 3).

Example 1 (cont’d). Learning Strategies for Load Balancing. Status variables in load balancing vary with time; predicting their variation as well as their effects on future values of feedback are the central issues in learning load-balancing strategies. Prediction of feedback is complicated by the violation of Markov property. As the states evolve with time under their natural dynamics as well as under the influence of load-balancing decisions, more effort is spent on the tractable backward projection of credit assignment, and less on the forward projection of predicting future states or future feedback signals.

Example 3 (cont’d). Learning to Balance a Pole. This problem features delayed and evaluative feedback. The length of episodes grows with experience because the problem solver can keep the pole balanced longer. To continue to learn within episodes, the learning system needs to predict future feedback so that it can substitute its prediction in place of the (missing) immediate feedback for each decision. The key (for Markovian representations only) is to express the total error of prediction as a sum of differences between successive predictions [70].

2.3.2 Prior Knowledge

During credit assignment, a strategy-learning system needs a world model to capture the relationships among states, decisions, and feedback signals. When such knowledge is not given, it must somehow be inferred before/during credit assignment. Environments that provide an explicit world model to the learning system are called knowledge-rich; those that do not, knowledge-lean.

In knowledge-rich environments, credit assignment is a deductive process. The learning system can explicitly construct proof trees or other computational structures relating decisions and feedback. In knowledge-lean environments, the learner is forced to induce a world model from the states observed between making a decision and receiving feedback. Interleaving such induction with problem solving and strategy modification places extra burden on the learning system.

In knowledge-rich environments, the uncertainty about the future states, given the current state and action, is much less than that in knowledge-lean ones. Strategy-
Table 6: Examples of environments for strategy learning.

<table>
<thead>
<tr>
<th>Example</th>
<th>Learning Environment &amp; Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancing</td>
<td>Measurements and models of completion time. Feedback is a function of measured completion time. It is delayed, evaluative, asynchronous, and structurally global. Effect of placement decisions on the external state is unknown, as well as models of tasks and their inter-arrival times.</td>
</tr>
<tr>
<td>Ship Steering</td>
<td>Measurement of displacement and models of steering actions. Feedback (error between actual and desired trajectories) is structurally global, delayed, evaluative, and asynchronous. Prior knowledge of the effects of steering actions, as well as the natural dynamics (based on momentum and acceleration), are available as closed-form rules.</td>
</tr>
<tr>
<td>Pole Balancing</td>
<td>Sensors to detect a fallen pole. Feedback (signal indicating a fallen pole) is delayed, evaluative, structurally global, and asynchronous. Dynamics of the system can be made available as a reference in training.</td>
</tr>
<tr>
<td>Towers of Hanoi</td>
<td>Knowledge of a &quot;desired state&quot; and effects of various moves. Precise knowledge of the effect of each move on the external state is available a priori. Prior knowledge for partitioning the objective function is also available. Feedback is structurally global, delayed, evaluative, and synchronous.</td>
</tr>
</tbody>
</table>

learning problems in such environments, therefore, prefer learning the faster static strategies rather than the slower but more robust dynamic strategies.

Example 1 (cont’d). Learning Strategies for Load Balancing. The feedback to the learning system depends on the formulation adopted. Analytical formulations based on combinatorial search are common for scheduling task graphs under zero natural dynamics for load; here, multiple alternatives can be evaluated and prescriptive feedback generated. In the case of empirical formulations, feedback is evaluative. Depending on the objective function, feedback may be available either after the completion of each job or after the completion of a batch of jobs.

The dependence of feedback on completion time introduces a delay between the occurrence of a decision and the arrival of feedback signal(s) evaluating it. In the interim, several other jobs may have arrived and been scheduled. This makes the feedback signal structurally and temporally global. Feedback is asynchronous because the time to complete a job (and generate the feedback) cannot be predicted.

Besides systems that use the scheduling formulation, load-balancing software is usually knowledge-learn. The effects of migrating jobs to remote sites cannot be predicted precisely.

Table 6 illustrates the concepts of this section on the strategy-learning problems described in the beginning of Section 2.
2.4 Key Issues in Strategy Learning

Certain key issues are shared by a large number of strategy-learning problems, and their relevance depends on various characteristics of performance tasks, problem solvers, and learning environments. (For instance, prediction and TCA are especially relevant to tasks having time-varying problem variables.) Isolating such issues in discussing strategy learning methods will help us abstract problem-specific details, and allow us to consider those methods that are conventionally not used in strategy learning but are nevertheless appropriate for addressing these common issues. Table 7 summarizes these issues, characterizes the factors governing their relevance, and provides pointers to the pertinent approach(es). Table 8 summarizes the specific issues pertaining to some of the strategy-learning problems described in this section. The next section surveys approaches available for solving the various issues identified in this section.

3 Methods of Strategy Learning

Methods for strategy learning abound in the literature on machine learning, neural networks, cognitive science, and decision theory. While a comprehensive survey of these areas and methods can be attempted (see, for example, Mehra and Wah [75]), an issue-based survey is necessary for comparing and contrasting the well-known methods, as well as for identifying their common limitations. Table 7 summarizes the available approaches for addressing the issues raised in Section 2. In this section, we elaborate on these approaches, illustrating them using our running examples.

3.1 Tackling Ill-Posed Objectives

A strategy-learning problem is ill-posed when it lacks either a complete and accurate specification of its objective function (Issues 4, 5 and 6) or an appropriate way to combine multiple objectives (Issues 2 and 10). Consequently, it does not have a performance standard for choosing among the operators available at each decision point. The methods we describe in this section use past experience with problem solving to either model the objective function or learn other strategic information, which will help the problem solver compare the relative utilities of alternative moves.

Any of the methods described in this section can be adopted for learning while searching (Issue 6), provided that it addresses the tradeoff between exploration and convergence. While exploration demands that the system should sample a large number of states (usually by having a stochastic strategy), convergence demands that it should converge quickly to the true model of the objective function, and thence to the strategy that optimizes the function. A number of approaches for addressing this tradeoff rationally are now available in the literature [21, 76].

There are two general techniques for making a problem with an ill-defined objective well-posed: learning from absolute evaluation, and learning from relative evaluation. Both assume that the objective function is ill-defined and measurable over instants. Only the latter addresses the standard-of-comparison problem.
Table 7: Issues and approaches in strategy learning.

<table>
<thead>
<tr>
<th>Issue (number)</th>
<th>Characteristics of Learning Task</th>
<th>Approach (where discussed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-comparison problem (4)</td>
<td>Ill-defined objective functions and evaluative feedback</td>
<td>Learning from relative evaluation (Sec. 3.1.2)</td>
</tr>
<tr>
<td>Objective-function learning (5)</td>
<td>Ill-defined but measurable objective functions</td>
<td>Statistical regression when objective function is ill-defined, measured over intervals; time-series regression, when measured over intervals (Sec. 3.1.1)</td>
</tr>
<tr>
<td>Learning while searching (6)</td>
<td>Knowledge-lean learning environment, stochastic strategies, and asynchronous feedback</td>
<td>Learning models of reward-generation mechanisms and learning to predict improvements (Sec's 3.1.1, 3.1.2); must address trade-off between exploration and convergence</td>
</tr>
<tr>
<td>Structural (13)</td>
<td>Structurally global feedback</td>
<td>Error-reducing approaches; problem-solver-specific implementations (Sec. 3.2.1)</td>
</tr>
<tr>
<td>Temporal (14)</td>
<td>Temporally global (delayed) feedback</td>
<td>Complex general solutions, requiring reasoning with causal and temporal models; reduced complexity due to Markov property (Sec. 3.3.2)</td>
</tr>
<tr>
<td>Predicting future states (1)</td>
<td>Time-varying problem variables and/or dynamic decision variables, especially difficult in knowledge-lean environments</td>
<td>Approaches based on projection and time-series analysis (Sec's 3.3.2, 3.3.3)</td>
</tr>
<tr>
<td>Predicting future feedback (15)</td>
<td>Temporally global (delayed) evaluative feedback and/or ill-defined objective functions measurable over intervals</td>
<td>Modeling of the feedback-generation mechanism (Sec. 3.1.1) and approaches based on projection and time-series analysis (Sec. 3.3.1)</td>
</tr>
<tr>
<td>Using past states and decisions in current decision (8)</td>
<td>Non-Markovian representation of states in the problem solver, or lagged correlations in time-varying problem variables</td>
<td>Explicit storage of past decisions (Sec. 3.6) and explicit modeling of inter-decision relationships for temporal credit assignment (Sec. 3.2.2)</td>
</tr>
<tr>
<td>Constraint handling (7)</td>
<td>Exact well-defined constraints on solutions produced by strategies learned</td>
<td>Constraint satisfaction and constraint incorporation (Sec. 3.5)</td>
</tr>
<tr>
<td>Storing past decisions (6)</td>
<td>Non-Markovian representation of states in the problem solver, especially important with delayed feedback</td>
<td>Either on-line incorporation of feedback, or temporary storage of episodes (Sec. 3.6); methods for limiting the size of temporal scopes (Sec. 3.2.2)</td>
</tr>
<tr>
<td>Managing general objectives (10, 2)</td>
<td>Learning strategies for general problem solving; complexity of learning depends on the size of targeted problem class</td>
<td>Symbolic representation of problem spaces and general-purpose learning techniques (Sec. 3.7)</td>
</tr>
<tr>
<td>Dynamic decision making (9)</td>
<td>Dynamic strategies and dynamic decision variables; complexity increased by time-varying problem variables, violation of Markov property, and lack of prior knowledge of causal models</td>
<td>Dynamic programming and its variants used for Markovian representations (Sec. 3.4); no general solutions known for the non-Markovian case</td>
</tr>
</tbody>
</table>
Table 7 (cont'd) Issues and approaches in strategy learning.

<table>
<thead>
<tr>
<th>Issue (number)</th>
<th>Characteristics of Learning Task</th>
<th>Approach (where discussed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handling structured solutions (11)</td>
<td>Indirect operators in the problem solver (usually with static strategies); especially complex in knowledge-lean environments</td>
<td>Preference for static strategies that consider multiple decisions at the same time; explicit representation of structured solutions during credit assignment (Sec. 3.2.1, 3.2.2)</td>
</tr>
<tr>
<td>Controlling nondeterminism (18)</td>
<td>Large search spaces for each instance prohibit search of multiple alternatives</td>
<td>Preference for stochastic strategies that elegantly represent varying amounts of nondeterminism as randomness in search; learning while searching to limit episode size (Sec. 3.1.2)</td>
</tr>
</tbody>
</table>

3.1.1 Learning from Absolute Evaluation

This technique assumes that feedback $F$ is directly related to the (unknown) objective function. It is useful for learning evaluation functions that can predict the true (or expected) objective value of states. We describe two methods: the first when feedback is immediate, prescriptive, and available for each state; the second, when it is immediate, evaluative, and possibly unavailable for some states.

a) Learning the Objective-Function Value of States. When states can be evaluated independently of each other, the path from the initial state to a chosen state can be optimized independent of the path from the chosen state to a goal state. One can induce an evaluation function using statistical regression techniques; such a function can then be used in place of a well-defined objective function [17, 15]. For example, in the game of checkers, the value of a board position is a function of the current board configuration irrespective of the moves made to reach that configuration. Therefore, several researchers [77, 28, 29] have designed systems that learn evaluation functions for this game.

When states can be evaluated only collectively, the evaluation of a state depends upon the path to it from the initial state. As a result, the objective function learned must be sensitive not only to the current state but also to some past states. The method of choice in this case is time-series regression [78, 79]. Two types of evaluation-function models are possible: i) those using a finite window of past states; and ii) those modeling evaluations as recurrences on state space.

Example 3 (cont'd). Learning to Balance a Pole. Lin [80] considers a version of the pole-balancing problem without the velocity inputs. This creates a non-Markovian state space. He considers both window-based and recurrent evaluation-function models, and finds that a window size of 1 works well. It makes sense because velocity can be estimated by applying the first-order differencing operator on distance. Lin also notes that recurrent models are to be preferred in general because it is difficult to guess the right window size.
Table 8: Examples of issues in strategy learning.

<table>
<thead>
<tr>
<th>Example Task</th>
<th>Relevant Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancing (Example 1)</td>
<td>• “Minimum-completion-time” objective ill-defined, measurable over intervals [36];</td>
</tr>
<tr>
<td></td>
<td>• Standard-of-comparison problem due to lack of absolute evaluations [71];</td>
</tr>
<tr>
<td></td>
<td>• SCA over process-migration rules [64];</td>
</tr>
<tr>
<td></td>
<td>• TCA over interacting sequences of placement operations, complicated by a violation of the Markovian property [36];</td>
</tr>
<tr>
<td></td>
<td>• Prediction of future values of status variables [66];</td>
</tr>
<tr>
<td></td>
<td>• Capturing the effects of past states and decisions by learning abstract decision metrics (load averages) [56].</td>
</tr>
<tr>
<td>Steering a Ship (Example 2)</td>
<td>• SCA on preconditions of operators [13];</td>
</tr>
<tr>
<td></td>
<td>• TCA over solution structures comprising indirect operators [23];</td>
</tr>
<tr>
<td></td>
<td>• Prediction of trajectory under the influence of time-varying parameters as well as the controller's actions [72];</td>
</tr>
<tr>
<td></td>
<td>• General problem-solving and learning capabilities for diverse scenarios [32];</td>
</tr>
<tr>
<td></td>
<td>• Reduction of nondeterminism by macro-operator formation [73].</td>
</tr>
<tr>
<td>Pole Balancing (Example 3)</td>
<td>• “Balanced-pole” objective ill-defined but measurable over instants [49];</td>
</tr>
<tr>
<td></td>
<td>• Within-trial learning warranted by episode length and asynchronous timing of feedback [49];</td>
</tr>
<tr>
<td></td>
<td>• TCA over sequences of balancing operations; history maintenance and eligibility computation simplified by the Markovian property [10];</td>
</tr>
<tr>
<td></td>
<td>• SCA over probabilities of applying “move-left” and “move-right” operations [27];</td>
</tr>
<tr>
<td></td>
<td>• Prediction of future feedback signals necessary for within-trial learning [70].</td>
</tr>
<tr>
<td>Towers of Hanoi (Example 4)</td>
<td>• General problem solving warranted by recursive transformation of the original goal into subgoals [31];</td>
</tr>
<tr>
<td></td>
<td>• SCA over heuristics for move selection [13];</td>
</tr>
<tr>
<td></td>
<td>• TCA over explicitly stored structured solutions due to indirect operators;</td>
</tr>
<tr>
<td></td>
<td>• Explicit modeling of hard constraints [74];</td>
</tr>
<tr>
<td></td>
<td>• Controlling nondeterminism by macro-operator formation [73].</td>
</tr>
</tbody>
</table>
b) Modeling the Reward-Generation Mechanism. When external feedback is available only intermittently, an internal model — which characterizes feedback as a function of current and past values of problem variables — can be used for generating an internal feedback. Such a feedback signal can be used for evaluating the states not immediately followed by an external feedback signal [81, 9]. This approach works with evaluative feedback. However, in order to learn strategies from such feedback signals, the learner should know the relative importance of current and future signals, as well as whether feedback is to be minimized or maximized. Since learning from evaluative feedback is called reinforcement learning, internal generation of missing reinforcement is termed secondary reinforcement learning [9].

Example 3 (cont’d). Learning to Balance a Pole. Barto et al. [27] describe an approach using neural networks to learn a model of external feedback. Their approach performs learning while searching (Sec. 3.1). Besides learning to predict the ‘pole-fallen’ signal, it provides evaluations for states not evaluated by external feedback. Anderson [49] extends this work further using the more powerful multilayered networks of nonlinear sigmoidal units [82] to perform nonlinear regression.

3.1.2 Learning from Relative Evaluation

In environments having prescriptive feedback, the standard-of-comparison problem is relegated outside the learning system to the teacher. However, for evaluative feedback, it must be addressed by the learning system. The approaches described above do not address the standard-of-comparison problem [26] for learning from evaluative feedback in knowledge-lean environments (Issue 12). The methods we describe next can be used when neither the sign nor the absolute value of evaluation is important. Methods that learn from absolute evaluation can be thought of as value-based: they induce a model that can predict the objective-function value for any given state. The methods described below can then be thought of as direction-based: they estimate the ‘slope’ of the objective function. These methods assume only that the relative magnitude of evaluations is proportional to the relative goodness of solutions. They learn a restricted class of dominance relations [83, 2], which can be applied to either a state and its siblings, or a state and its ancestors, in order to select states for further exploration.

a) Using Past States as Points of Reference. Certain methods target improvement rather than optimization, and are useful when the degree of optimality of a solution cannot be computed easily. In this case, the current state is evaluated against either an incumbent (the best evaluation so far) or an average of recent values [84]. Thus, even though the original objective was ill-defined, the goal of learning is well-defined, namely, to improve upon the incumbent.

Example 3 (cont’d). Learning to Balance a Pole. An interesting approach to this problem is illustrated by the work of Morgan et al. [85] who use structurally local, immediate, evaluative feedback. They generate positive feedback for the part
of the decision maker favoring 'move right' and negative feedback for the part favoring 'move left,' when the pole is to the right of vertical; and vice versa. The implicit goal of each part is to minimize feedback, which is generated when the pole either changes the side to which it leans, or changes significantly its angle of incline. When the feedback is received, the system uses only the immediately preceding state as a point of reference in order to improve the balance.

b) Using Alternative States as Points of Reference. For certain problems, especially those with objective functions measurable only over intervals, it is not clear how to define a point of reference using past states. However, if relative evaluations for alternative moves can be obtained, then the strategy learned should choose the move that has the best (relative) evaluation. Producing relative evaluations requires a mechanism that learns to compare consistently. For example, Tesauro [86] uses neural networks for learning to perform pairwise comparison of board configurations in learning strategies for the game of backgammon.

Example 1 (cont'd). Learning Strategies for Load Balancing. Completion times of jobs are important for determining the objective values of the load-balancing problem. Completion time is a function of both the time series generated by status variables and the current value of job-descriptor variables. The latter are unavailable for prediction, but their common effect can be ignored in comparing alternative operators that represent the migrations of the same job to alternative sites for execution. To perform a sensible comparison of alternatives, a reference state — characterized by no load on this site — is used as a common reference point. Regression or time-series regression, whichever is appropriate, is used for learning to compare the relative completion times of the same job under different loads [87].

3.2 Solving the Credit-Assignment Problem

Exact and efficient algorithms for SCA (Issue 13) are available for a variety of decision structures; however, approaches to the TCA problem (Issues 11, 14, and 15) tend to be ad hoc and biased.

3.2.1 Solutions to Structural Credit Assignment

The eventual goal of SCA is to modify the decision processes so that the error between the actual and the expected outputs is reduced. Methods to achieve this goal need to consider the representations of solutions and strategies. Existing SCA algorithms adopt one of the following three representation techniques.

a) Explicit Representation of Structured Solutions. When the decision variables are dynamic and the problem solver's operators are indirect, solutions are structured and consist of interdependent operator applications. This is particularly true of symbolic problem variables because decision rules are instantiated differently in different contexts. SCA for such tasks uses explicit representation of solutions, and distributes feedback backwards from the more recent decisions to the less recent ones. An example of such techniques is goal regression (pp. 300 of [88]), which is
particularly suitable for learning from prescriptive feedback in knowledge-rich environments. In knowledge-lean environments, an approximation technique called experimental goal-regression [67] is more appropriate. Both techniques use the regression step, wherein new subgoals are derived from the unsatisfied preconditions of an operator, whose known postconditions match the current goal. If operator application leads to success, the preconditions of the operator are generalized either analytically (as in Explanation-Based Learning, or EBL [I3, 89, 90]) or experimentally as in experimental goal-regression.

Example 5. Learning to Solve Simultaneous Equations. Porte used experimental goal-regression to learn heuristics for solving simultaneous linear equations. The objective is to minimize the number of terms in the equations. The problem solver has operators that, for example, combine terms containing the same variable, combine constant terms, cancel zero-valued terms, substitute one equation into another, or replace an equation by its difference with another. The symbolic nature of terms and the indirect nature of operators give rise to structured solutions.

In their system, strategies are represented as preconditions for applying operators; these preconditions are initially set to some general test that always succeeds. Therefore, the problem solver initially finds solutions to given instances by search. When a solution is found, its specific facts become the preconditions for applying the operators involved. Parts of this solution structure may be found useful for solving another problem instance in the future; when that happens, the preconditions are generalized to accommodate both instances. The feedback signals merely indicate the applicability of operators, and SCA uses them to modify the existing strategy so that operators involved will apply correctly to a greater number of future instances.

A problem that complicates SCA with symbolic variables is the combinatorial complexity of the interactions among the variables to be considered. In this case, strategy learning can benefit from factoring the set of problem variables into groups of related variables; the simplified algorithm is called independent credit assignment (ICA) [88]. ICA is useful for learning from structurally local feedback.

b) Explicit Representation of Decision Structures. When solutions lack structure, a commonly used method for SCA is to represent explicitly, in richly connected networks, all possible ways in which decision-making rules can be combined. SCA in such structures consists of recording the level of activity for various components at the time of making a decision and then modifying either the components, their interconnections, or both.

Example 3 (cont'd). Learning to Balance a Pole. Anderson [49] uses a feed-forward neural network [82] to represent explicitly the decision structure of his pole-balancing system. Even though multiple decisions are made using the same network, all information used for credit assignment is stored as eligibility values with weights of the network. Weights are modified in the direction of more positive feedback, which constitutes a change of strategy.
c) SCA with Decision Procedures. Sometimes SCA is not possible because decisions are made in procedures, and even though the procedures may have modifiable parameters, the role of these parameters in decision making is not explicit. For example, in learning strategies for load balancing (Example 1), if the migration policy were implemented procedurally, and if the thresholds and weights used by it were available for modification, then some way other than traditional credit assignment must be found for altering the policy. One possibility is to model the effect of various parameters on (measured) performance. Using this model, SCA may be carried out as before. Another possibility is to have a population of candidate strategies that can be tested on different sets of instances. The best one can be selected based on measured average performance. Systems that simultaneously test multiple alternative strategies are said to be population based [91]. Population-based learning has been found to be a viable alternative to SCA, and its applicability is characterized mainly by the nature of its episodes. It has been used for learning new strategies for static load balancing of dependent jobs [92, 94], as well as for dynamic load balancing of independent jobs [93], and for designing suitable neural-network configurations [94, 95].

3.2.2 Solutions to Temporal Credit Assignment

TCA is responsible for disentangling the interrelationships between decisions and feedback. When solutions are structured, the decisions are causally related with each other. Explicit representation of such causal relationships can, therefore, simplify TCA; however, forming such representations requires complete and accurate knowledge of the consequences of applying each operator. In knowledge-rich learning environments, such knowledge is available to the learning system in the form of causal models. In knowledge-sparse environments, there are two possibilities: the first is to heuristically determine the causal connections between decisions [96], the second, to learn causal models in the course of problem solving [97]. While the first of these approaches introduces errors and biases into the learning process, the second incurs overhead during learning as well as problem solving. In general, the quality of knowledge-sparse TCA procedures is somewhat suspect. Whenever possible, TCA should be avoided in knowledge-sparse learning environments.

When problem variables vary with time, TCA requires not only a causal model but also a temporal model specifying the natural dynamics of the external state. Existing systems [98, 99] often make simplifying assumptions about these dynamics in order to simplify the model. For instance, Dean and Kanazawa [100, 24] classify operators into those that support the truth of a problem variable and those that do not. In their model, the probability of a Boolean variable being true increases exponentially towards one following a supporting action, and decays exponentially to zero following an interfering action. Exponential or memoryless dynamics are tantamount to assuming Markovian representations.

In general, TCA can be posed as a problem of determining the eligibility of a stored decision to receive a portion of the feedback signal [27]. Eligibility is computed using the causal and temporal relationships between the stored decision and the feedback signal. Thus, TCA amounts to resolving i) whether a decision could have caused the feedback, and ii) whether its effects were still persistent at the
time of feedback generation [36]. Thus, TCA resolves the causal and temporal dependencies between decisions and feedback. For example, in the pole-balancing problem, there is a causal dependence from a balancing decision to the state following it. There is also a temporal relationship, namely, the effect of a decision on a state decays exponentially with time. Typically, the causal component is used in an all-or-none fashion, to determine which decisions are at all eligible to receive feedback. On the other hand, the temporal model is used in the actual division of feedback because it provides a numerical eligibility value for each decision. Existing TCA algorithms follow three general schemes for representing and resolving decision interactions; these are described next.

a) Explicit Representation of Causal Dependence. Whenever a problem solver produces structured solutions, i.e., a number of different operators contribute to the rewarded state(s) of the external environment, TCA can use the causal dependence to identify candidate decisions for receiving a share of the feedback signal. In certain cases [12], the depth of a decision in the causal chain, as well as its distance from the current state, are used for computing a numerical eligibility value.

Example 5 (cont’d). Learning to Solve Simultaneous Equations. A solution to a given set of equations comprises numerous operators applied one after another. Initially applicable operators, such as substitution and differencing, lead to states which later operators, such as operators for combining variables and constants, can be applied. The causal dependences between earlier and later operators do not necessarily apply to all pairs of operators in the sequence. Structured representations, such as trees and graphs, are better at capturing the necessary causal relationships. More importantly, unlike the aforementioned sequence, these do not imply any unnecessary dependencies. The feedback for a solution can be distributed either equally to all decisions that are causally connected to it [11], or proportionately based on the distance from the decision to the final state [67].

b) Explicit Representation of Decision Structures. In systems with common algorithms for SCA and TCA [101, 102], learning can be simplified if the solutions do not have an internal structure. As noted above, such systems represent their decision structure explicitly, which includes all plausible interactions among decision rules. The algorithms proposed for computing the eligibilities of parameters in these rules are variants of Sutton’s Time Difference (TD) procedure [70], which have been shown to be rational for problems satisfying the Markovian property.

Example 3 (cont’d). Learning to Balance a Pole. Barto et al. [27] use a simple neural network as the PS component of their learning system for pole balancing. Feedforward neural networks are explicit decision structures. (Certain other control architectures [103] employ recurrent networks, which cannot be considered explicit decision structures because the full context of decision making is not stored in such a structure.) Because of the Markovian nature of the representation used by the PS, the temporal dependence between decisions and feedback follows an exponentially decaying pattern. Sutton [70] has shown that, for Markovian representations, eligibility can be updated incrementally. Since no additional information from past
states and/or decisions is required, the eligibility values stored with each weight contain sufficient information for TCA.

c) **Scoping of Decisions.** This approach is characterized by a dynamic history of past decisions [36] and is especially suitable for problems having either multiple or structured objectives and time-varying problem variables. Like the first approach above, it keeps an explicit record of decision making; and like the second, it computes numerical eligibility values. However, instead of associating eligibility values with decision parameters, it associates them with decisions themselves. The essential information with each decision is its scope: if a feedback signal falls within a decision’s scope, then this decision is eligible to receive a portion of the signal. Two types of scope information are used.

*Causal scope* can be used for separating decisions pertinent to each component (when several components of an objective function can be computed independently) or each objective (when multiple objectives are evaluated by the same feedback signal). Causal scoping can prevent decisions from receiving a share of the feedback caused purely by the natural dynamics of the external state.

**Example 1 (cont’d). Learning Strategies for Load Balancing.** The decision to migrate a job has the effect of reducing the load at the originating site and of increasing the load at the destination site. The causal scope of a migration decision includes only those other decisions that made use of information about the load at either the source or the destination site. When a job finishes, its completion time is evaluated against the case without load balancing, and an evaluation of the scheduling decisions generated based on such evaluation. A decision is eligible to receive a share of the feedback only when its causal scope includes placement or migration decisions regarding the completed job.

*Temporal scope (or extent).* A state or a decision is said to be in the temporal extent of another (earlier) decision if the effects of the latter persist until the occurrence of the former. When the external state of the environment is fully controlled by the problem solver, decisions can have an infinite extent. More often though, decisions have a finite temporal scope and can be discarded from the history of past decisions without affecting learning. In addition, the learner can model the persistence of each decision (the degree to which a decision affects a feedback signal that occurs within the decision’s extent). Such a temporal model may take several forms. When objective functions evaluate states independently (usually for Markovian representations), and when decisions affect the external state immediately, a temporal model specifying an exponentially decaying persistence is quite adequate. In more complex environments, where objective functions are evaluated over intervals, or where decisions take effect after an initial delay, more complicated temporal models may be needed.

**Example 1 (cont’d).** *Learning Strategies for Load Balancing.* Migration of a job causes load changes at both the site of origin and the destination site. The effects are felt while the job is executing; after a job finishes execution, future decisions
are not affected by the migration decision in question. In this sense, migration decisions have finite temporal scopes. Within its temporal scope, a decision’s persistence initially increases while the job is being migrated, then stays high during the job’s lifetime, and drops quickly to zero again upon completion. When a migration decision is determined using causal scope to be a candidate for receiving feedback, it is given a portion of the feedback signal proportional to its persistence at the time of feedback.

3.3 Prediction

Prediction problems are inherent to performance tasks having time-varying inputs (Issues 1 and 15). A number of approaches, each with its own advantages and disadvantages, are available in the literature. Various factors affecting the choice between these include i) on-line versus off-line learning, ii) numeric versus symbolic problem variables, and iii) dynamic versus static decision variables.

3.3.1 Temporal Difference Methods

Temporal difference (TD) methods originated in early literature on dynamic programming and problem solving, and methods related to learning were studied formally by Sutton [70]. The essential idea of these on-line methods is to rewrite the total error of prediction as a sum of differences between successive predictions. If the problem solver uses Markovian representations, numeric problem variables, and direct objectives, then the error of prediction can be minimized by reducing the error between successive predictions [69, 30].

Example 3 (cont’d). Learning to Balance a Pole. A popular class of strategy-learning algorithms, known as ACE/ASE, [27, 104] use TD methods to predict the discounted sum of all future evaluations at each time step while simultaneously using the difference between successive predictions to modify the predictor. (In the computation of this ‘discounted’ sum [68], immediate evaluations are given exponentially greater weight than their successors.) The predicted sum of future evaluations can be used instead of missing external evaluations as the internal feedback, thereby solving the TCA problem. The error of prediction is divided between prediction decisions using a recency weighting [70]: older predictions incur exponentially smaller errors than recent predictions when computing the current difference between successive predictions. This is a justifiable heuristic for Markovian representations and instant-evaluated feedback, both of which are true of the pole-balancing problem.

3.3.2 Time-Series Analysis

This refers to a large class of approaches that build models using sequential periodic (therefore, synchronous) observations of time-varying parameters, and predict based on these models. Time-series methods have been developed by researchers in statistics, neural networks, and control. In general, these are useful for predicting future
states of learning problems having numeric problem variables and static decision variables.

Time-series models developed by statisticians [105, 25] comprise i) trends: linear, polynomial, and exponential dependence on time; ii) periodic components: as found by frequency-domain analysis of a signal; and iii) random or unmodeled dynamics of environmental processes. Statistical time-series analysis techniques tend to be off-line and require more complex computations than on-line ones, such as the TD method described above.

Nonlinear recurrent neural networks [106] can be used for time-series prediction. However, they have not been popular in strategy-learning systems due to the unresolved problems of instability, poor convergence, and chaotic behavior. Somewhat more success has been obtained with TDNNs (time-delay neural networks) [107], which are non-recurrent but simultaneously examine several delayed values of problem variables along with their current values. Both recurrent and non-recurrent neural networks are capable of on-line learning.

While the methods described above are applicable to prediction in the absence of prior knowledge, problems with numeric time-varying parameters, Markovian representation, dynamic decision variables, and knowledge-rich environment can be solved using Kalman filtering [108]. Kalman filtering is an example of state-space methods developed by control theorists [109]. Its predictions as well as its model of environmental dynamics can be updated on-line in straightforward steps.

Example 1 (cont’d). Learning Strategies for Load Balancing. The status variables in load balancing, namely, the levels of utilization on various resources, vary with time and often exhibit periodic (stationary with time) behavior as well as local trends (non-stationary behavior). These characteristics are due to the fact that the background load is generated by a process population whose rate of change is slower than the sampling rate of status variables. Statistical time-series methods such as ARIMA modeling [37] are useful for identifying trends in these series, which can then be used in making short-term predictions of future load.

3.3.3 Projection

Methods of temporal projection were developed as part of temporal-reasoning systems in AI. These employ a technique called forward chaining: the current state of the world and a set of rules that fire therein generate new facts that characterize a possible next state of the world. Using these new worlds, one can continue to reason and get a two-step-ahead prediction, and so on [100, 110]. Heuristics of preference [24, 98, 99] are needed for narrowing down the space of possible worlds. Time, being a continuous quantity, does not easily lend itself to modeling with discrete event-based symbolic representations except when problem variables do not change outside the control of the problem solver. Projection methods are, therefore, applicable to symbolic (but not time-varying) problem variables and dynamic decision variables. Dean and Siegle [111] have proposed approaches that can reason symbolically about natural dynamics specified using differential equations.
Strategy-learning systems for symbolic problem variables and dynamic decision variables in time-varying environments commonly use reactive rather than proactive approaches. Such methods are known as reactive planning [53, 55, 54, 56] and learning from failure [112, 113, 49]. In some sense, these approaches ignore the natural dynamics of environmental processes and predict (using chaining) only the causal dynamics of the process.

Example 2 (cont'd). Learning to Steer a Ship. Although the ship-steering problem involves decision-making with time-varying problem variables, there is little time for the problem solver to search in the space of solutions. Instead, the problem solver uses a causal model that relates its control inputs and resultant states. The model is learned from observation by relating patterns in recent control actions with patterns (trajectories) in state variables following these actions. It is then used in chaining to determine action sequences that will reach a desired state from the current state.

3.4 Exploiting the Markovian Property

Markovian representations often accompany objective functions that are either well-defined or ill-defined and measured over instants (issue 31). Some of these well-defined functions satisfy the path-independence axiom; for these, in the presence of deterministic strategies, immediate feedback, and complete knowledge of state transitions (knowledge-rich environment), the optimal solution can be computed using dynamic programming [42, 114]. Similarly, for ill-defined functions, the objective of maximizing the (possibly discounted) sum of future evaluations is also amenable to dynamic programming [68]. Variants of this procedure exist for knowledge-lean environments as well as for problem solvers with stochastic strategies [115]. In this section, we discuss three different dynamic-programming formulations for strategy learning. Note that these formulations are limited by their requirement of a finite number of states and their high complexity in the presence of a large state space.

3.4.1 Dynamic Programming (DP)

Approaches based on pure DP are suitable for knowledge-rich environments, symbolic or discrete problem variables, and Markovian representations. When the assumptions of DP are satisfied, the optimal strategy can be computed given the objective function (defined either as utility or as cost) and a causal model of the environment. However, without additional heuristics to restrict the space of possible solutions, DP is too complex to be practical. One way to harness this complexity is by learning dominance relations between states [115], which can be used to prune moves leading to suboptimal states.

Example 4 (cont'd). Learning Strategies for the Towers of Hanoi Problem. Dynamic programming can be applied when the objective is to find a solution that transforms the initial state to the goal state in the minimum number of moves. Since operators applied result in deterministic changes to the problem state, DP
can be used. (For probabilistic transitions, the SDP algorithm described next can be used.) The first step is to set up the functional equations of dynamic programming [117], which define recursively the optimal cost of the final state(s) in terms of the optimal costs of the preceding states. In the Towers of Hanoi problem, there are two possible preceding states; either the smallest disk was moved from the leftmost tower or the middle tower. The optimum cost of each of these states can again be computed using similar recursive equations. Depending on which preceding state achieves the minimum cost in the recurrence, the optimal solution can be constructed. The major drawback of dynamic programming is that it may require computations exponential in the number of problem variables.

Dynamic programming can aid strategy learning by generating complete optimal solutions to certain specific instances; one can then use credit-assignment procedures [8] or generalization techniques [72] to generalize these solutions to new goal states as well as new instances.

3.4.2 Stochastic Dynamic Programming (SDP)

When a problem solver's strategy is stochastic, so is the evaluation of the solution. In this case, it is not possible to say whether one policy is better than another for a given instance; instead, one needs to consider the expected evaluation of the policy rather than its exact evaluation [14, 118]. Methods analogous to deterministic DP can be used to compute the optimal strategy. Stochastic dominance relations between states [2] compare their expected evaluations rather than the exact ones, and help limit the complexity of SDP. Their use leads directly to a method for refining strategies called policy iteration [68]. However, like DP, SDP also requires extensive knowledge of the environment and a well-defined objective function.

Example 6. Learning the Optimal Route to a Goal around Barriers on a Grid. This is the route-finding problem discussed by Barto et al. [14] in their review of exact and approximate methods for SDP. The performance task has an ill-defined but measurable objective of reaching a target location on a two-dimensional grid, starting from a given location on the grid. It also has an ill-defined constraint that the path should not cross certain initially unknown barrier locations. The environment produces an immediate feedback signal whose value is -1 for all states except the goal state. The problem solver has four operators (whose preconditions are unknown but effects are known): one each for moving up, down, left, and right. The problem solver's state includes information about the current location on the grid. The state space is Markovian; and the operators, direct. The problem solver's strategy is stochastic, associating a probability of applying an operator with each state. Equivalently, the strategy defines a Markov chain on the state space, where transitions are possible from each state to one of its four neighbors. No transitions are possible out of the goal state.

With each strategy, SDP associates an evaluation function that allows one to compute, for each state, the expected number of steps to the target using the current strategy. As in deterministic DP, one can translate the optimality of strategies into the optimality of their respective evaluation functions [118]. SDP also per-
mits one to set up a recurrence equation for computing the optimal path length with a $k$-step lookahead in terms of the optimal length for $(k - 1)$-step lookahead. Once the optimal evaluation function is computed by solving this recurrence, the optimal strategy simply picks the action that optimizes this function at each step. 

### 3.4.3 Heuristic Dynamic Programming (HDP)

HDP [119, 115, 21] is applicable in knowledge-lean environments where a complete model of state transitions is unavailable. As discussed before, DP derives an optimal strategy by first deriving an optimal evaluation function from a partial enumeration of the search space. HDP, on the other hand, works for problems with ill-defined objective functions by estimating an optimal evaluation function and an optimal strategy. In the absence of extensive knowledge of state transitions, the learned evaluation function and strategy can only approximate the optimal ones.

**Example 3 (cont'd). Learning to Balance a Pole.** The basic idea of HDP is to use a generalization of temporal difference methods to predict the sum of all future reinforcements. At any point in time, the prediction process is adapted so it will predict correctly the sum of the next state's prediction (using the current predictor), the external feedback received in that state, and an appropriate negative constant (to keep the sum of future reinforcements finite) [119]. The prediction at the next state using the current set of weights becomes the apportioned feedback for the current decision. The necessary strategy modifications for SCA can then be carried out using this feedback. 

### 3.5 Constraint Handling

Problem solvers take two distinct approaches to constraints: i) by satisfying them explicitly, and ii) by incorporating them into the solution procedures (Issue 7). Accordingly, strategy-learning systems can modify either the operator-selection procedure or the objective function in order to prefer moves that generate valid states rather than those that generate invalid ones. A common solution is to induce a model of the feasible region from empirical observation of feasibility and infeasibility of various states. The model (like soft constraints) may then be incorporated into the objective function as penalty terms. Soft constraints can often be incorporated as (positive) penalty terms added to the objective function of a (minimization) problem [120]. Unknown or ill-defined soft constraints are handled just as unknown or ill-defined objectives. In contrast, hard constraints must be modeled explicitly [74] so that the learning system does not over-generalize from limited experience. Techniques such as Lagrange multipliers [120] are useful for incorporating hard constraints into objective functions during problem solving. However, they increase the effective problem size and, therefore, the complexity of the problem.
3.5.1 Constraint Satisfaction

Constraint-satisfaction procedures for learning with symbolic (discrete) problem variables are typified by explanation-based learning (EBL) methods in which generalization is performed by retaining the structure of a known solution and by relaxing the conditions under which the structure applies. In this case, constraint satisfaction can reduce the space of solutions significantly. General techniques for finding feasible solutions for constrained problems with discrete-valued problem variables are surveyed by Nadel [121]. Techniques based on truth maintenance can be used to enforce symbolic constraints during decision making and learning. (See reference [122] for an overview.)

Constraint-satisfaction approaches for learning with continuous variables induce a model of the feasible region and use it to perform constrained optimization during both decision-making and learning. Examples include explicit search for feasible solutions, and subsequent training of decision makers using such solutions as examples [123]. Methods for constrained optimization of continuous functions are reviewed by Walsh [120] and use projection of infeasible solutions to the nearest point in the feasible region. Such methods are applicable only with well-defined constraints, but allow great flexibility for the strategy learner.

Example 4 (cont'd). Learning Strategies for the Towers of Hanoi Problem. The constraint, that if a disk A is on top of another disk B then A must be smaller than B, is part of the domain theory. New states are generated by applying operators; those that violate this constraint are simply inconsistent with the domain theory. Upon detecting that the state resulting from the application of an operator meets all other constraints except this one, the problem solver may postpone applying this operator until the constraint can be satisfied. In the meanwhile, the problem solver may attempt to satisfy this constraint by setting up alternative subgoals [72].

3.5.2 Constraint Incorporation

When the problem variables are numeric, constraints can be incorporated into the objective functions as penalty terms. Jordan [103] describes one approach for incorporating constraints into the SCA process and another for incorporating constraints into the cost function. His approaches work for a variety of numerical constraints in both knowledge-rich (constraints are explicit) and knowledge-lean (constraints are available implicitly by random sampling) environments. Similar approaches are discussed under the rubric of knowledge compilation. An example is the test-incorporation approach of Dietterich and Bennett [124]. The drawback of methods in this class is that different relative importance given to the objective function and constraint terms leads to different optimal solutions.

Example 6 (cont’d). Learning the Optimal Route to a Goal around Barriers on a Grid. In this case, the constraints are ill-defined in the sense that their violation can be detected only when the problem solver attempts to move into the barrier.
The net effect of constraint violation is the increased cost of solutions because infeasible moves cause no change in state and are, therefore, wasted. Thus, by optimizing the cost function, the problem solver learns to avoid barriers automatically.

3.6 Managing a History of Recent Decisions

Available solutions to this problem use either the episode structure of problem instances [11, 13] or Markov property [49, 125] to limit the amount of information stored (issues 8 and 9). When the problem variables do not vary with time, the state of the external environment does not change outside the control of the problem solver; in this case, the episode ends when the final feedback signal related to this instance is received. This feedback is used either for modifying the decision process via credit assignment, or for assessing the importance of the current solution path. In some cases, entire solution paths, or generalizations thereof, are retained for solving similar problem instances in the future. Examples include analogical learning systems [126, 127], that retrieve and then deductively transform old solutions for solving new problem instances.

When the problem variables vary with time but their distributions are stationary, a learning system may still be able to converge to an optimal control strategy in either an absolute sense (for deterministic variation) or an average sense (for stochastic variation). One may consider such convergence as the end of an episode. Frequently though, either the length of episodes or the non-stationarity in the environment precludes storage of complete solutions. When Markov property is violated, new states and decisions must be added or removed continuously from the history. A simple solution is to keep a fixed window of past states and decisions; see, for example, the discussion of Lin’s pole-balancing approach in Sec. 3.1.1a.

Sutton [70] proposes the use of a scalar ‘eligibility’ value for each modifiable parameter of the decision maker. Holland [128] maintains a ‘strength’ parameter with each rule, which represents the average credit received by that rule over several problem instances. Thus, scalar indicators of eligibility can be associated with either individual parameters or rules. Yet another option is to associate such indicators with each decision stored in the history [75]. When past state information is the trace of a time-varying problem parameter, time-series methods similar to those used for learning objective functions may be employed for automatically constructing abstract problem variables, which can then be used in decision making [44]. The naive alternative — to maintain the full state vector and associated decision variables and to process feedback signals using prior knowledge — is both expensive and unsuitable for knowledge-lean environments.

Example 1 (cont’d). Learning Strategies for Load Balancing. Load-balancing decisions have finite temporal scopes (Section 2.3.1). The non-Markovian learning problem requires decisions to be kept until feedback is received. Decisions with expired temporal scope are not eligible for feedback and can be deleted [44].
3.7 General Problem Solving and Learning

Systems for general problem solving require symbolic-reasoning capabilities (Issues 10 and 2), irrespective of the nature of the problem variables. Such systems are capable of general strategy learning, although extensive amounts of explicitly stated task-specific knowledge are needed. The techniques used by such systems include knowledge-compilation methods, such as macro-operator formation [72], chunking [129, 130], and procedure learning [131]. The archetypical system in this class is SOAR [132] which can learn strategies associated with arbitrary problem spaces defined by objectives and constraints using symbolic variables.

As for generalization to other instances of the same performance task variables that occur spontaneously, those tasks that have symbolic problem variables must generalize explicitly, using algorithms such as AQ15 [133] and the version-space method [134]. The AQ15 algorithm is more powerful of these two because it allows instance descriptions to have both symbolic and numeric components. Specifically, these algorithms can be used for generalizing preconditions of operators upon success and specializing them upon failure.

Example 7. SAGE.2: A General Learning System. Langley [8] demonstrates his SAGE.2 system on the Towers of Hanoi (Example 4) and five other learning problems. This program employs general-purpose learning rules that allow it to characterize good solutions in many domains. For instance, one such rule takes a complete solution tree and characterizes the states on the path from the initial state to the goal state as good, while characterizing all other states as bad. Yet another general learning technique specializes preconditions of operator-application rules so that a rule will fire only when its firing does not result in a bad state. The same general rule is shown useful in learning strategies for several diverse problems.

The techniques described in this section resolve most of the issues raised in Section 3. Tables 7 and 8 together describe how to handle the issues relevant to our running examples. Consider, for instance, the load-balancing problem. Knowing that its objective function is ill-defined and measurable over intervals and that absolute evaluations are unavailable, we should apply time-series regression using an alternative state as a point of reference in order to address the ill-defined nature of its objective function. For the ship-steering problem, which requires symbolic prediction of the ship's trajectory, the temporal-projection methods of AI are the appropriate technique.

To summarize, we have presented in Sections 2 and 3 a general method for identifying the issues and techniques relevant to any given strategy-learning problem. We first characterize the problem using various attributes of its performance task, problem solver, and learning environment. This allows us to focus our attention on issues relevant to learning strategies for that problem type. We then select appropriate methods for addressing those issues. Next, we examine different ways of building an operational learning system out of the building blocks described above.
4 Architectures for Strategy Learning

Figure 2 shows the basic information flow of a strategy-learning system. The type of strategy-learning problem(s) targeted determines the method used for implementing the strategy-learning system. In this section, we show four different architectures for strategy learning, each motivated by a different class of learning problems. The first three models considered here are point-based in the sense that they keep track of one point at a time in the space of possible strategies; the final model considered here is population-based in that it simultaneously keeps track of multiple strategies.

4.1 Knowledge-Based Model

Learning systems developed in the areas of cognitive science and artificial intelligence tend to have knowledge-rich learning environments and synchronous, delayed, prescriptive feedback. The structure and operation of many of these learning systems can be described, as in Figure 6a, using the knowledge-based model of strategy learning. This model fits well the models described by Dietterich and Buchanan [1, 23], Langley [8], and Smith et al. [135].

The performance tasks of interest are characterized by i) symbolic problem variables whose values do not vary with time, ii) well-defined objective functions and general problem solving, and iii) well-defined hard constraints. The problem solvers usually employ rule-based deductive techniques using static deterministic strategies, indirect operators, and non-Markovian representations. The learning environment is information-rich where background knowledge of the problem domain abounds and the learning system attempts to exploit it by learning a lot from each experiment. This knowledge often takes the form of causal models relating preconditions and postconditions of operators.

Since objectives are well-defined, none of the issues caused by ill-posedness of objectives (Table 7) are relevant here. The problem solvers handle dynamic decision making and prediction of future states by deductively reasoning with the causal models. Because problem variables do not vary with time and because of the availability of background knowledge, the problem solvers employ static strategies that generate entire solution sequences at once. Structured solutions caused by indirect operators are explicitly represented, upon which SCA is performed by regressing the explicitly defined objectives through the causal model of operators. Temporal credit assignment is performed by explicitly representing causal chains linking states and decisions. History management is done by storing complete episodes. Constraints are handled using constraint-satisfaction approaches.

The credit-assignment modules make extensive use of stored knowledge both to relate the external feedback to objectives and to determine the preconditions of operators responsible for the current feedback. The learning system uses an internal model of the problem solver to edit strategies. Retention of complete solutions permits the use of symbolic learning techniques, such as syntactic generalization of stored solutions and formation of macro-operators. Syntactic generalization and credit assignment based on abductive reasoning permit systems based on this model to generalize substantially from each example. Rule schemata, which can be derived using only a few episodes of successful problem solving, capture the common struc-
(a) Knowledge-based model of strategy-learning systems

(b) Reinforcement-learning model of learning systems

(c) The hybrid point-based model of learning systems
4.2 Reinforcement-Learning Model

Learning systems in the areas of control and decision theory are expected to operate in knowledge-lean learning environments. Techniques developed in these areas generally employ statistical methods to identify models, and estimate their missing parameters. Knowledge-lean environments usually produce evaluative feedback which, in the presence of time-varying problem variables, makes TCA the principal problem. The common characteristics of systems employing statistical methods for learning are well represented by the reinforcement-learning model of strategy learning (Figure 6b). This model underlies the AHC/ASE models of Barto et al. [27] as well as the reinforcement-learning model of Minsky [9].

The key characteristic of the strategy-learning problems of interest here is that the representations employed by the problem solver satisfy the Markov property and states can be evaluated independently of each other. The performance tasks of interest are characterized by i) numeric, time-varying problem variables, ii) dynamic decision variables, iii) ill-defined and specific objectives, and iv) soft constraints. The problem solvers employ stochastic, dynamic strategies, direct operators, and Markovian representations. The learning environment is knowledge-lean and feedback is delayed, evaluative, and asynchronous.

The objective-function learning problem is solved by learning evaluation functions of states; the standard-of-comparison problem, by comparing future states against the current state; and the problem of learning while searching, by the use of stochastic strategies whose randomness is reduced as learning progresses. The problem solvers perform dynamic decision making by exploiting Markov property
to pick (with high probability) the maximum-utility move at each decision point. The soft constraints are handled using constraint-incorporation. Temporal credit assignment in this model is characterized by its use of feedback predictors (also known as adaptive critics or secondary reinforcement devices), which learn to produce internal feedback whenever the external feedback is delayed. Such prediction of future feedback often employs the TD methods of Sutton [70]. Structural credit assignment is performed on static decision structures (typically maintained using feedforward neural networks [136, 49]) using the back-propagation algorithm [82] and its variants. Since Markov property holds, history-management issues are not relevant here.

Statistical methods are useful as ways to bootstrap learning without prior knowledge, but such (associative) learning techniques require a large number of problem-solving episodes. The amount of information extracted from each example is small relative to the knowledge-based model. That causes slowness of learning, which is an important factor behind several recent proposals for hybrid reinforcement-learning architectures [125, 34].

### 4.3 Hybrid Point-Based Learning Model

The hybrid point-based learning model [75, 36, 44] (Figure 6c) was motivated by non-Markovian strategy-learning problems in knowledge-lean environments. The standard reinforcement-learning model is not directly applicable to such problems because it lacks both the knowledge and the reasoning mechanisms necessary for distributing credit among explicitly stored past decisions [30, 80]. Usually, knowledge-lean environments are accompanied by ill-defined objectives and evaluative feedback, both of which preclude the use of the knowledge-based model.

In the hybrid model, the states and decisions are recorded in a dynamically managed history as decisions are made. Temporal models, containing information about persistence and temporal scopes, are used in history management as well as in TCA. Causal models are used only to identify candidate decisions during TCA. Relative to the knowledge-based model, the causal model used here can be heuristic and less detailed. Unlike the standard reinforcement-learning model, the hybrid model cannot integrate solutions for TCA and SCA into the same algorithm: instead of associating eligibility values with modifiable parameters of the problem-solver's strategies, it associates eligibility values with individual decisions in the history.

When feedback becomes available, the candidate decisions are first identified using the heuristic causal model; the eligibilities of individual decisions are then used for proportional assignment of credit/blame among decisions. SCA is performed on the explicitly stored portions of solutions. Examples of systems employing the hybrid model include Samuel's Checker Player [29], Widrow, et al.'s truck-backer-upper system [65], and learning systems based on genetic algorithms [137, 138].

### 4.4 Population-Based Learning Model

All the models described above employ point-based search in the space of strategies, using credit assignment to modify the incumbent strategy based on feedback, and
either stochastic strategies or explicit perturbations to explore the search space. The fundamental idea in population-based learning [91] (Figure 6d) is to use population-based methods for probing the strategy space at several points simultaneously. Starting with an initial pool of candidates, this model admits several ways of generating new candidates: i) grammar-based, in which problem-solving strategies are generated as leaves of a phrase-structured grammar; ii) perturbation-based, in which random or systematic perturbations are applied to the incumbent strategy to obtain new candidate strategies; and iii) performance-based, in which credit assignment is used either for modifying the incumbent or for updating the probability of selecting one of the candidates generated.

The population-based model is characterized by its resource scheduler, which rationally divides learning time between generation, testing, and modification. It honors deadlines on learning time. In order to make rational and effective use of the limited time, it uses the theory of sequential selection from statistical decision theory [139]. However, this theory applies under certain restrictive assumptions on the distributions of objective-function values over the populations of problem instances.

Population-based learning works well when episodes are short, experimentation is inexpensive, and the environment too complex to model. This model targets breeding and selection of strategies instead of modification. It, therefore, avoids credit-assignment problems. The standard-of-comparison problem is solved by either comparing strategies on an instance-by-instance basis or by normalizing the performance of all strategies with respect to the average performance of a baseline strategy. Objective-function learning is achieved via a statistical sampling process that seeks to estimate the mean and variance of a strategy’s performance. The degree of confidence sought is just enough to allow the learning system to minimize the risk of choosing a bad strategy due to insufficient testing.

Population-based learning has been used to learn strategies for static load balancing with dependent jobs [92], dynamic load balancing with independent jobs [38], VLSI test generation [140], and stereo vision [141].

Table 9 summarizes the characteristic features of the four architectural models. Table 10 reviews their applicability to the strategy-learning problems described at the end of Section 1.

5 Conclusions

A strategy-learning problem is a triple comprising a performance task, a problem solver, and a learning environment. Performance tasks are characterized by their variables, objectives, and constraints; problem solvers, by their representations, operators, and strategies; and learning environments, by their feedback and knowledge-intensity. Strategy-learning problems drawn from diverse fields can be classified using this taxonomy.

The issues of interest to the designers of strategy-learning systems depend on various attributes of the learning problem(s) they wish to solve. Complex learning problems are characterized by ill-posed objective functions, delayed feedback, violation of Markov property, dynamic decision making, time-varying problem variables,
Table 9: Architectural models characterized by their approach.

<table>
<thead>
<tr>
<th>Model</th>
<th>Issue</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>Credit Assignment</td>
<td>Knowledge-based algorithms using ICA (Sec. 3.2.1); explicitly represented structured solutions; well-defined objective functions</td>
</tr>
<tr>
<td></td>
<td>Prediction</td>
<td>Projection of symbolic variables using explicit causal model</td>
</tr>
<tr>
<td></td>
<td>General Problem Solving, Non-Markovian Representations, Indirect Operators, Multiple General Objectives, Storing Past Decisions</td>
<td>Using powerful symbolic representations, prior knowledge of general purpose problem-solving techniques, static strategies in problem solvers, and explicit storage of structured solutions</td>
</tr>
<tr>
<td>R</td>
<td>Ill-Posed Objective Functions</td>
<td>Interleaved learning of instant-evaluated objective functions and dynamic strategies; learning from absolute evaluation and (delayed) evaluative feedback</td>
</tr>
<tr>
<td></td>
<td>Credit Assignment</td>
<td>Complex TCA problems in knowledge-lean environments solved using on-line learning of reward-generation mechanism; SCA interleaved with TCA; not suitable for non-Markovian representations</td>
</tr>
<tr>
<td></td>
<td>Prediction</td>
<td>Learning to predict future feedback as a function of current and recent inputs by temporal difference methods; projection to future states not attempted due to lack of causal models</td>
</tr>
<tr>
<td></td>
<td>Dynamic Decision Making</td>
<td>Using dynamic programming and its variants to learn dynamic strategies from evaluative feedback for Markovian representations</td>
</tr>
<tr>
<td></td>
<td>Nondeterminism</td>
<td>Controlled using stochastic strategies</td>
</tr>
<tr>
<td>H</td>
<td>Ill-posed Objective Functions</td>
<td>Off-line learning of interval-evaluated objective functions from absolute or relative evaluation</td>
</tr>
<tr>
<td></td>
<td>Credit Assignment, Storing Past Decisions, Non-Markovian Representations</td>
<td>Off-line learning of causal and temporal models, explicit storage of past decisions (with size limited by temporal scopes), and combination of causal and temporal scopes; valid even for non-Markovian representations</td>
</tr>
<tr>
<td>P</td>
<td>Credit Assignment</td>
<td>Maintenance of a population of competing strategies, and use of credit assignment only to alter probability of selection but not necessarily to improve the incumbent strategy; avoidance of structural credit assignment entirely, hence, suitable for decision procedures</td>
</tr>
</tbody>
</table>

K: Knowledge-based (Fig. 6a); R: Reinforcement-learning (Fig. 6b); H: Hybrid point-based (Fig. 6c); P: Population-based (Fig. 6d)
Table 10: Examples of strategy-learning problems and architectures.

<table>
<thead>
<tr>
<th>Example</th>
<th>Model</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancing</td>
<td>K</td>
<td>Knowledge-based critic needs a well-defined performance standard, which is not available. This model lacks mechanisms for predicting future values of time-varying status variables because it assumes that nothing changes outside the problem solver's control.</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>The adaptive critic attempts to compute eligibility on-line, which does not work for non-Markovian representations. These adaptive performance elements are efficient for learning stochastic strategies from evaluative feedback.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>The model is suitable for non-Markovian states and time-varying status variables. It is difficult to find a persistence model that properly accounts for feedback delays.</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>The model obviates the credit-assignment problem. Population-based learning allows multi-pronged performance directed search in strategy space. If background knowledge were available, it can be used in intelligent generation of new strategies.</td>
</tr>
<tr>
<td>Ship Steering</td>
<td>K</td>
<td>A good match because of well-defined objective function, static strategies, and knowledge of operator semantics.</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>The model is unsuitable because of non-Markovian representations, complex decision rules, and deterministic strategies.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Unnecessary overhead is incurred due to the additional functionality for handling dynamic strategies and dynamic history management using temporal scopes.</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>The functionality for simultaneous testing of multiple strategies is not needed for this problem. Sufficient background knowledge is available so that point-based learning using Dietterich and Buchanan's model requires only a few problem-solving episodes.</td>
</tr>
<tr>
<td>Pole Balancing</td>
<td>K</td>
<td>Knowledge-based learning is not applicable to the ill-defined objective function and time-varying problem variables.</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>A perfect match for this problem due to Markovian representation, ill-defined objective function measurable at instants, knowledge-lean environment, and evaluative feedback.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>This model works but fails to exploit Markov property for efficient solutions to SCA and TCA.</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>Point-based learning suffices since Markov property is satisfied and TCA can be solved efficiently.</td>
</tr>
<tr>
<td>Towers of Hanoi</td>
<td>K</td>
<td>Perfect match for this model due to its ability to handle multiple, general objectives. Syntactic generalization techniques of this model work well for constrained generalization of observed solutions.</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>The model lacks mechanisms for handling hard constraints and learning from complete solutions.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Since the Markovian property is satisfied, the extra functionality of this model is not used.</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>Lengthy test-cases preclude the application of population-based learning.</td>
</tr>
</tbody>
</table>

K: Knowledge-based (Fig. 6a); R: Reinforcement-learning (Fig. 6b); H: Hybrid point-based (Fig. 6c); P: Population-based (Fig. 6d)
and knowledge-lean domain.

A clean separation of issues from applications allows us to study strategy-learning techniques independent of the specific learning system in which they are embedded. General-purpose approaches, such as dynamic programming, regression, and time-series analysis, are shown to be useful. Non-Markovian problems, for which no general purpose techniques are known, require new approaches to update dynamically history information and perform rational credit assignment on stored solutions.

The numerous issues and approaches can be abstracted into four general architectures: the knowledge-based learning model, the reinforcement-learning model, the hybrid point-based learning model and the population-based learning model. The first is useful for learning static strategies in knowledge-rich environments; the second, for learning dynamic strategies for Markovian problems in knowledge-lean environments; the third, for learning dynamic strategies for non-Markovian problems; and the fourth, for resource-constrained learning of procedurally encoded strategies using generate-and-test approaches. The first three employ point-based learning, while the fourth one employs population-based learning. The architectures reviewed in Section 4 are by no means exhaustive; for example, none of the architectures work too well in real-time systems where both resource-constrained and on-line learning are desired.

Certain issues in strategy learning are relevant only to specific techniques, such as the slowness of reinforcement learning, the difficulty in generalizing the structure of strategies in explanation-based learning, and the difficulty of methods for non-linear prediction and regression. We list below a few important general issues that need further research.

a) On-line versus Off-line Learning. This distinction has been ignored in our classification primarily because several learning techniques have both on-line and off-line versions. On-line learning algorithms can adapt under non-stationary or time-varying environments, and have lower memory requirements. However, they are slower and are harder to design because of the greater efficiency desired of them. Even though numerous on-line learning procedures are known, their general principles are not well understood.

b) Scaling and Generalization across Tasks. Scaling requires that the strategies acquired should generalize to problem sizes different from those used in training. Generalization across tasks requires that the strategies acquired should generalize to tasks other than those used for training. This direction of research is well represented by the work of Singh [142] and Tesauro [30].

c) Exploration-Convergence Dilemma. At what rate should the randomness of stochastic strategies be reduced so that the performance trace is considered sufficient for convergence to the best strategy so far? This issue reappears as the trade-off between generation (sampling) and testing (confidence-building) in population-based architectures. Add in deadlines and the general problem is beyond the scope of existing theory. The challenge is to get a rational solution to the trade-offs in question without making unreasonable restrictive assumptions. Thrun [143] examines several techniques for addressing this issue.

d) Quality-Efficiency Trade-off. We have ignored the cost of applying a strategy in our discussion. However, we have considered both the time and resources needed
for learning as well as the cost of the solutions found by the strategy. How should one choose between a strategy that finds a poor solution quickly versus another that takes a long time to find a good solution? Credit-assignment procedures might suggest different changes for improving quality than for improving efficiency. Wefald and Russell [144] suggest a decision-theoretic approach to rational resolution of this trade-off.
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