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Abstract—In this paper, we study the design of a coprocessor (CoP) to execute efficiently recursive algorithms with uniform dependencies. Our design is based on two objectives: 1) fixed bandwidth to main memory (MM) and 2) scalability to higher performance without increasing MM bandwidth. Our CoP has an access unit (AU) organized as multiple queues, a processor array (PA) with regularly connected processing elements (PEs), and input/output networks for data routing. Our design is unique because it addresses input/output bottleneck and scalability, two of the most important issues in integrating processor arrays in current systems. To allow processor arrays to be widely usable, they must be scalable to high performance with little or no impact on the supporting memory system. The use of multiple queues in AU also eliminates the use of explicit data addresses, thereby simplifying the design of the control program. We present a mapping algorithm that partitions a data dependence graph (DG) of an application into regular blocks, sequences the blocks through AU, and schedules the execution of the blocks, one at a time, on PA. We show that our mapping procedure minimizes the amount of communication between blocks in the partitioned DG, and sequences the blocks through AU to reduce the communication between AU and MM. Using the matrix-product and transitive-closure applications, we study design trade-offs involving 1) division of a fixed chip area between PA and AU, and 2) improvements in speedup with respect to increases in chip area. Our results show, for a fixed chip area, 1) that there is little degradation in throughput in using a linear PA as compared to a PA organized as a square mesh, and 2) that the design is not sensitive to the division of chip area between PA and AU. We further show that, for a fixed throughput, there is an inverse square root relationship between speedup and total chip area. Our study demonstrates the feasibility of a low-cost, memory bandwidth-limited, and scalable coprocessor system for evaluating recurrent algorithms with uniform dependencies.

Index Terms—Access unit, affine dependencies, area index, clock-rate reduction, dependence graph, memory bandwidth, multimesh graph, partitioning, processor array, scheduling, uniform dependencies.

1 INTRODUCTION

PROCESSOR arrays have been designed for efficient computation of recurrences. In mass quantities, the production of such fixed-function arrays is manageable and economical. However, when a single processor array is to be used for a new application, a manufacturer will have to take the long and costly process of designing and fabricating the application-specific integrated chip. Although the cost of such designs has decreased in recent years, budget constraints have motivated a trend away from custom hardware development except in cases in which the performance required justifies the cost of developing such specialized hardware. Consequently, general-purpose or programmable processor-array architectures are more attractive alternatives.

This paper discusses the design of a parallel VLSI coprocessor (CoP) that is programmable for computing recurrences. The CoP interfaces with a front-end host machine that is responsible for data input and control. The overall requirements on the CoP are:

- Fixed data bandwidth to main memory for easy integration into existing systems;
- Scalability, or ability to increase performance by adding processor/memory modules without increasing the bandwidth to main memory; and
- Ability to execute efficiently the class of algorithms with uniform dependencies.

The last requirement indicates the domain of applications targeted for CoPs. These include nested-loop algorithms with uniform dependencies, which involve uniform recurrences (URREs), and “uniformized” affine recurrences (Section 3). Such loops are found frequently in signal and image processing, scientific computations, matrix and linear algebra computations, optimization, digital communications, and control. Although an application-specific design for each application would result in higher performance, we have chosen a common retargetable architecture that can be reused for a number of applications. The proposed architecture can be visualized as a coprocessor to workstations or as a VLSI pipeline in supercomputers for loop computations, similar to vector functional units for executing vector instructions.

Our approach is to design a combination of hardware architectures and software mapping methods (Section 4) under fixed main-memory bandwidth (Section 2.1). The trade-offs we consider include the following (Section 5).

- For a given throughput, reduce clock frequency by increasing area;
- For a given clock rate, increase throughput by increasing area.
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There have been numerous efforts to develop general-purpose systolic computers in the past ten years. These include Warp and iWarp [1], Matrix-1 [8], SLAPP [6], medium-grain architecture for image and signal processing [27], VATA [30], pseudosystolic linear array [22], [24], and a host of others. However, many of these designs have powerful processors with large local memories, and high-bandwidth data interconnect between processors and the host/global memory. Hence, the cost of such systems is very high. In our approach, we aim at designing a simple, resource-limited VLSI array processor that can be attached to any standard single-port main memory (with fixed bandwidth and long latencies) that results in a system with low cost and acceptable performance for our target applications. This is in contrast to most existing architectures in which memory bandwidth is increased proportionally as the system is scaled for higher performance.

Recently, there have been efforts to develop a systematic approach to partition and map matrix algorithms on mesh-connected processor arrays [24], [23], [20]. Our approach differs in trying to extract maximum data re-use under the constraint of a low-bandwidth interconnect to main memory in our CoP. This research also differs from traditional work on mapping/partitioning data on fixed-size processor arrays [21], [19], [15], [2], [25], [29], [17], [5] by assuming only limited storage space in the processor array and by considering the effect of main-memory latency due to low-bandwidth interconnection to the main memory.

The rest of this paper is organized as follows. We first present our proposed array processor (Section 2), describe the target algorithms (Section 3) and the mapping and partitioning techniques (Section 4), evaluate and discuss results using matrix product and transitive closure as example applications (Section 5), and discuss the impact of clock-rate reduction on overall system performance (Section 6).

2 COPROCESSOR ARCHITECTURE AND RATIONALE

The architecture studied in this paper consists of the following components (Fig. 1):

- An external main memory (MM) for storing input and output data,
- A dedicated processor array (PA) for executing the computations of a given algorithm, and
- An access-unit (AU) for streamlining the flow of data between PA and MM.

Section 2.1 describes the individual components in more detail. Section 2.2 compares our architecture to existing architectures.

2.1 Coprocessor Architecture

Main Memory: (MM) The main memory in the architecture is a standard (usually interleaved) memory for storing data involved in the computations. The data in MM are accessed by supplying a stream of memory addresses to the address decoder in MM. The bandwidth of accesses is usually constrained by a small number of memory ports, and additional latency is incurred in decoding addresses. The assumption of accessing data from standard MM with low bandwidth simplifies the integration of CoPs to conventional hosts.
Note that we have abstracted the interface between CoP and MM as a port whose performance is aggregated by its bandwidth. In implementing the CoP architecture, the specific memory interface, such as Rambus, and its handshake must be considered and be designed in hardware.

**Access-Unit (AU)** To overcome the bandwidth limitation and to mask the long memory latency of a shared MM, we include in our architecture a buffer memory called access unit to store data accessed from MM and to feed PA at a much higher rate. AU has a fixed amount of storage to buffer the intermediate data that cannot be held in PA so that these data can be recirculated to PA to reduce the demand on MM.

The storage in AU is organized as FIFO queues, and explicit memory addresses (except for queue numbers) are not used. In each cycle, the data present at the head of some of the queues are sent to PA or to MM through the output network, and data from PA or MM are sent to the tail of the queues. In addition, AU can

1) prefetch data from MM into its queues to hide the memory latency,
2) shift the different queues at different rates to reorder the data relative to each other,
3) perform indirect addressing of MM in which a sequence of addresses obtained from MM is subsequently used to access data in MM.

This indirect addressing corresponds to scatter-gather instructions in vector computers.

The use of queues in AU saves address bits, simplifies address decoding, and reduces silicon area in implementation. Further, the queue structure permits AU size to be scaled without changing the number of address bits, number of ports to MM, and number of ports to PA.

**Processor Array (PA)** The processor array is a regularly connected array of processing elements (PEs). Each PE in PA has a microprogrammed control that governs its operations. The control specifies the actions to be performed in a PE on receiving data from its neighbors. For example, to solve a matrix product expressed as a 3D recurrence, all PEs perform an inner-product computation $c = c + a \cdot b$, where $c$, $a$, $b$ are elements of matrices $C$, $A$, and $B$, respectively.

The choice of the PE configuration is dictated by the requirement of scalability. For true hardware scalability, the number of memory ports, number of ports to PA, and number of address bits should be independent of the size of the architecture and the size of the problem being solved. This implies that PA should be I/O bounded with a constant number of ports. A possible configuration, then, is a linear array of PEs with two boundary PEs that communicate with the heads of the queues in AU. (A 2D mesh configuration is less desirable as the number of peripheral PEs is proportional to the square root of the total number of PEs.) A linear array of PEs generally has lower throughput than a square array with the same number of PEs for executing nested loops with uniform dependencies [9], [11], [7], [12]. However, for the algorithms with multithread dependence graph (DG) (see Section 3) and when MM bandwidth is fixed, we show in Section 5.4 that this degradation is small and that speedup is bounded by the times to read input matrices and to write output matrices.

Using a linear PA configuration, Fig. 2 shows a concatenation of several CoPs that can be used to improve the performance of solving a given problem or to solve a problem of larger size. The FIFO queues of AU can be split over multiple chips when the entire buffer memory required for a large number of PEs cannot fit in a single chip. This results in a linear array of PEs with a linear array of AUs to buffer data. While each individual CoP can have an optimal division of chip area between PA and AU (as shown in Section 5.3) to fully mask the MM latency, the linear concatenation of CoPs may result in suboptimal division of the total silicon area across multiple chips and lower performance. However, we show in Section 5.4 that the performance of a linear PA is rather insensitive to AU size, resulting in a modular expansion of the system without significant degradation in performance.

For a given PA configuration, an important issue to be studied is the allocation of a fixed chip area between PA and AU. This issue, to be studied in Section 5.3, has not been addressed in other architectures based on memory queues.

In short, our architecture is characterized by the following parameters:

- $\#PE$: number of PEs,
- $b$: local Memory in each PE,
- $B_{op}$: ratio of bandwidths between AU-MM and AU-PA,
- $p$: size of AU in blocks,
Fig. 3 compares the different architectures on the chosen attributes. Note that the figure only shows the relative ordering between different architectures and does not represent the actual performance difference.

In terms of hardware cost (or, equivalently, hardware complexity), SA is the simplest with SGPP being the most expensive. CoP has about the same hardware complexity as PSA with an external buffer for recirculating data.

In terms of software cost or programmability, SA is the lowest, as there is no programming effort once the hardware is designed. Programmability of CoP is similar to that of SGPP: Both accept high-level sequential programs as input and use a compiler to map the executions.

For generality, SA is the most restricted in terms of the application and the problem size it is designed for. PSA relaxes the restriction on application size but is still tied to an application. CoP is more general than PSA because multiple applications can be mapped on the same hardware architecture. SGPP is the most general as it can solve similar application problems (modeled as UREs) as CoP, as well as problems solvable on a general purpose DMM.

In terms of hardware scalability, SA is problem-size dependent and, hence, not scalable. PSA may be scalable if its architecture is designed properly. CoP and SGPP are both scalable by adding new PEs and local memory (AU in the case of CoP) to an existing system.

To summarize, our proposed CoP has low hardware cost, is programmable to solve a class of application problems, is scalable to a larger system by connecting additional PEs and AUs, and relies on a compiler to map computations in order to effectively exploit parallelism. Its design represents a good trade-off among the four attributes to solve the class of application problems considered in this paper. In Sections 4 and 5, we present methods to find the optimal partitioning of chip area between PA and AU.

3 Target Algorithms and Transformations

In this section, we define the set of applications that can be handled by our proposed CoPs. The application domain is the set of nested-loop algorithms that can be modeled as multimesh graphs (MMGs) [22], [23]. These can be used to represent the class of uniform dependencies, and, if the recurrence is affine but not uniform, to uniformize the dependencies. Our starting points in our mapping process described in Section 4 are, therefore, multimesh graphs of (uniformized) UREs.
Fig. 4. 3D MMs after applying Moreno and Lang's regularization procedure [22], [23]. (a) Product of two N-by-N matrices. The MMG is an N × N cube with unit vectors along the axes as dependence vectors. (b) MMG for the transitive closure of a 4-by-4 matrix.

For instance, the following Fortran-like nested loops can be represented by a system of recurrence equations.

```
DO (j1 = l1, u1; j2 = l2, u2; ...; jn = l_n, u_n)
    S_j(j)
    ;
    S_j(j)
END
```

The column vector \( \bar{j} = [j_1, j_2, ..., j_n]^T \) is the index vector (or index point). \( S_j(j) \), \( u = 1, ..., t \), are \( t \) assignment statements in iteration \( j \) having the following form:

\[
Z_i(j) = \phi[Z_i(x_1(j)), ..., Z_i(x_t(j))],
\]

where \( 1 \leq i \leq r \).

Nested-loop structures have a direct correspondence with recurrence equations that provide a succinct mathematical representation for them. An \( n \)-dimensional recurrence equation is equivalent to a set of \( n \) nested loops, whose loop-carried dependencies correspond to dependencies in the recurrence equation.

Recurrences can be classified as uniform or nonuniform based on the nature of their dependencies [16]. A recurrence equation, \( Z(\bar{p}) = \phi[Z(\bar{q}_1), Z(\bar{q}_2), ..., Z(\bar{q}_r)] \), is called uniform (URE) if \( \bar{q}_i = \bar{p} + \bar{d}_i \), where \( \bar{d}_i \) is a constant \( n \)-dimensional vector independent of \( \bar{p} \) and \( \bar{q}_i \). A recurrence equation is called affine or linear (LRE) if \( \bar{q}_i = A_i \bar{p} + \bar{b} \), where \( A_i \) is a constant-coefficient \( n \times n \) matrix, and \( \bar{b} \) is an \( n \)-dimensional vector. A recurrence equation is called nonlinear if \( \bar{q}_i = \chi(\bar{p}) \), where \( \chi \) is a nonlinear function.

In the remainder of this paper, we use the dependence graph (DG) of a nested loop as a graphical tool to describe the partitioning and mapping procedures. The DG of an \( n \)-nested loop algorithm is defined over an \( n \)-dimensional integer lattice domain, where nodes correspond to operations inside the nested loops, and arcs correspond to loop-carried dependencies.

In this work, we restrict ourselves to recurrences with uniform dependencies, which involve uniform recurrences and “uniformized” affine recurrences. Hence, only structural information of the algorithm, i.e., index set and dependence matrix, is needed. The following examples show the recurrences and nested-loop representations of the matrix-product and transitive-closure algorithms.

**Example 1.** The following nested-loop program is the uniformized version of the matrix-multiplication algorithm.

```
DO (i = 1, N; j = 1, N; k = 1, N)
    A(i, j, k) = A(i, j, k)
    B(i, j, k) = B(i, j, k)
    C(i, j, k) = C(i, j, k) + A(i, j, k) × B(i, j, k)
END
```

Intuitively, data \( A_{ij} \) are pipelined along the \( j \)-axis, and \( B_{ik} \) along the \( i \)-axis.

**Example 2.** Consider the following three-dimensional (3D) recurrence with \( n = 3, r = 5 \):

\[
Z(k, i, j) = X(k, i, j) + Z(k - 1, i + 1, j) + Z(k - 1, i, j + 1) + Z(k, i - 1, j) + Z(k, i, j + 1).
\]

(2)

After pipelining and uniformization, (2) becomes

\[
Z(k, i, j) = X(k, i, j) + Z(k - 1, i + 1, j) + Z(k - 1, i, j) + Z(k, i, j + 1).
\]

(3)

The resulting set of dependencies are equivalent to those of Floyd-Warshall algorithm to compute the transitive closure of an \( N \times N \) matrix.

Before mapping a recurrence on a CoP, we transform its DG using Moreno and Lang's uniformization or regularization procedure [22], [23] to convert the DG to a regular multidimensional mesh graph called multimesh graph (MMG). Although this procedure may introduce unnecessary operations in processing the recurrence, it allows the partitioning algorithm to partition the MMG into blocks of uniform sizes and shapes, and simplifies the mapping of these blocks in AU and their scheduling on PA (which in turn reduces the amount of control information needed in CoP).

The regularization procedure converts a fully parallel DG of a given matrix algorithm to a regular MMG by per-
forming transformations to remove broadcasting, bidirectional flow of data, and irregular dependencies. Informally, a matrix algorithm is described recursively by an outer loop with a loop body of vector, scalar, and other matrix algorithms. The restriction is that each node of the DG can have at most three operands. This property allows transformations to regularize the DG to an MMG with a 3D cube structure. Fig. 4a shows the cubical-mesh DG for the matrix-product algorithm in Example 1.

For the transitive-closure problem described in Example 2, we use Moreno and Lang’s regularization procedure [22] to obtain a 3D MMG with a cubical structure (Fig. 4b). The darkened nodes in the figure are delay nodes, which are added in the regularization procedure to obtain a cubical structure. We have chosen such a 3D MMG with delay nodes as it presents a uniform and simple method of executing the MMG. For an algorithm-specific design, the delay nodes would contribute to a significant portion of the execution time; hence, the MMG structure was not used in the design of systolic processors for computing transitive closures. For a CoP with a low bandwidth port to an external MM, the regular 3D MMG structure with additional delay nodes is justified as it simplifies the mapping (using fewer control bits) and access patterns to MM. Hence, in studying the transitive closure problem in this paper, we map the 3D MMG to our CoP.

We have chosen not to start from the recurrence definition of an application problem and derive its corresponding MMG before mapping it to a CoP. It is not necessary to show such a step because the technique of deriving MMGs is well understood in the literature [22], [23]. Although one MMG may be better than another when mapped to a CoP, our focus in this paper is to illustrate how our mapping technique can be applied to map MMGs. As this process can be automated, users can apply it in conjunction with the process of deriving MMGs when given a new application problem in the future. A secondary reason for not showing the derivation of MMGs is due to space limitation.

4 MAPPING PROCESS

In this section, we describe our method of mapping the high-level loop specification of an algorithm specified as MMGs to our target CoP. The entire mapping process, depicted in Fig. 5, can be broken down into the following steps:

1) Partition the MMG into blocks, where data in a block can be processed by PA in one pass without further partitioning (Section 4.1).
2) Schedule the execution of a single block on PA using GPM (Generalized Parameter Method, Section 4.2). This step is to get an optimal design of PA, in terms of computation time or other objectives and under various constraints. The design parameters determined in this step are the number of PEs in PA, local memory in each PE, and I/O bandwidth of PA.
3) Sequence the blocks through AU; i.e., determine which blocks will occupy AU at each time step

(Section 4.3). The goal of this step is to establish a balanced division of chip area between PA and AU in order to minimize the penalty of MM accesses. In this step, AU size is fixed.
4) Generate address and code sequences from Steps 2 and 3. This step, although well-defined and well understood, is not trivial in implementation. The development of the code generator is ongoing at this time.

The last step is well-defined once partitioning, sequencing, and scheduling are done. Hence, in the rest of this section, we describe only the first three steps of the mapping process.

In addition to the symbols defined in Section 2.1, we define the following symbols:

- \( N \): size of each dimension of a given MMG,
- \( m \): size of each dimension of a parallelepiped (block) after partitioning (for the matrix-product and transitive-closure problems, the blocks are cubical of size \( m \times m \times m \)),
- \( n \): number of dimensions of the recurrence equation, and
- \( p \): size of AU in unit of blocks (where the \( p \) blocks are arranged in a \( \sqrt{p} \times \sqrt{p} \) tile).

4.1 Partitioning an MMG

The objective in this step of the mapping process is to partition a given MMG into nonoverlapping blocks of a maximum size that can be processed by PA in one pass. This step is necessary because PA has only a limited number of PEs and I/O ports.

In our partitioning procedure, we first define a partitioning matrix whose columns represent hyperplanes that
partition an MMG into blocks. We then present our partitioning procedure and demonstrate its properties. (For brevity, proofs are presented in Appendix A.) Finally, we illustrate the procedure by two examples.

Methods for finding independent partitions, in which the communication between blocks is zero, have been proposed before [26], [28]. However, when the original DG has only one connected component (for algorithms considered in this paper), independent partitioning results in only one block, i.e., the entire DG. A technique called supernode partitioning has been proposed [14] to partition nodes in a DG that depend on each other, and reduce communication between supernodes by propagating results inside a supernode. However, a systematic way to find such partitions is not presented.

Partitioning algorithms have also been studied in the context of DMMs. Here, the goal is to partition data in order to maximize parallelism and to reduce data communication among processors. Since the goal of our partitioning algorithm is different and aims to minimize the amount of data transferred between AU and MM, data partitioning algorithms developed for DMMs can only be used as heuristics in CoPs. In other cases, DMM partitioning schemes have been developed for more restricted cases and are not applicable here. For instance, Kulkarni et al. [18] proposed a unimodular loop transformation for partitioning an iteration space in order to increase parallelism, achieve load balance, and minimize interpartition communications. However, their scheme cannot be applied in CoPs because it can only partition dependence graphs in 2D iteration space or doubly nested loops along one direction. It is desirable to have a general scheme that can handle higher dimensional nested loops and can partition along multiple directions in the iteration space.

Our approach to partitioning in this paper is similar to that of Moldovan and Fortes [21]. For an n-D algorithm, we find n-independent hyperplanes to partition a DG into blocks. Hence, our blocks are "parallelepiped," and their shape can be described by a partitioning matrix \( P \) consisting of \( n \) partitioning vectors:

\[
P = [\tilde{p}_1 \; \tilde{p}_2 \; \tilde{p}_3 \; \ldots \; \tilde{p}_n].
\]

Since we are dealing with uniform dependence algorithms, we restrict the sizes and shapes of all the blocks to be the same. This simplifies the address and code generation for PEs. The reason for choosing exactly \( n \) partitioning vectors in an n-D domain is that blocks will not be regular if we have other than \( n \) partitioning hyperplanes.

**EXAMPLE 3.** In Fig. 6, the index set is a 2D plane, and the blocks formed by the hyperplanes are normal to vectors \( \tilde{p}_1, \tilde{p}_2, \) and \( \tilde{p}_3 \). Choosing \( \tilde{p}_1 \) or \( \tilde{p}_2 \) alone results in unequal or unbounded blocks. Similarly, choosing \( \tilde{p}_1, \tilde{p}_2, \) and \( \tilde{p}_3 \) results in unequal blocks. Choosing \( \tilde{p}_1 \) and \( \tilde{p}_2 \) forms blocks of equal sizes except at the boundaries.

**DEFINITION 1.** Given an n-D DG \( G \) of an algorithm and a partitioning matrix \( P \), \( G_0 \), the block-level DG of \( G \), is a DG in n-D space, where

- Nodes in \( G_0 \) correspond to blocks of \( G \) which consists of

all of the nodes within the "parallelepiped" defined by the \( n \) partitioning hyperplanes in \( P \), and
- Edges in \( G_0 \) correspond to dependence vectors crossing the hyperplanes between adjacent blocks in \( G \).

The following lemma presents the conditions for choosing a valid partitioning matrix \( P \). (The proof is shown in Appendix A.1.)

**LEMMA 1.** The partitioning of a DG by partitioning matrix \( P \) is valid if and only if \( P'D \geq 0 \) or \( P'D \leq 0 \), where \( D \) is the dependency matrix.

Next, we present a procedure for choosing a good partitioning vector that results in a very small amount of communication between adjacent dependent blocks.

**PROCEDURE 1.** Let \( g = \text{rank}(D) \), where \( D = [\tilde{a}_1 \tilde{a}_2 \ldots \tilde{a}_k] \) is the dependency matrix. Hence, only \( g \) of the \( k \) dependence vectors are linearly independent. Without loss of generality, assume that the first \( g \) columns are linearly independent, and let \( D' = [\tilde{a}_1 \tilde{a}_2 \ldots \tilde{a}_g] \), be an \( n \times g \) matrix consisting of the \( g \) linearly independent vectors of \( D \). Let \( D'_f \), be an \( n \times g - 1 \) matrix derived from \( D' \) by dropping the \( f \)th column vector, i.e., \( D' = [a_1 \ldots a_{g-1} \ldots a_{g+1} \ldots a_k] \). The number of partitioning hyperplanes needed to partition the DG is \( g \) (since \( g = \text{rank}(D) \)). Hence, matrix \( P = [\tilde{p}_1 \ldots \tilde{p}_g] \) is chosen such that \( \tilde{p}_i \) is given by

\[
\tilde{p}_i D'_f = 0, \quad \text{where} \quad 1 \leq i \leq g \quad \text{and} \quad \tilde{p}_i \tilde{a}_i > 0. \quad (5)
\]

The idea is to choose \( \tilde{p}_i \) as the basis vector of the left null space of matrix \( D'_f \) and invert the sign of the elements of \( \tilde{p}_i \) if \( \tilde{p}_i \tilde{a}_i < 0 \). Hence, by construction, the partitioning matrix \( P \) is feasible.

**COROLLARY 1.** If the columns of matrix \( D' \) form a normal basis; (i.e., \( \tilde{a}_i \tilde{a}_j = 0, \; i \neq j \)), then \( P = D' \) produces a valid partitioning matrix. (See Appendix A.2 for the proof.)

The following examples illustrate the partitioning scheme and the fact that regularization of a DG into an MMG leads to a uniform way of partitioning the input algorithm.
EXAMPLE 4. For a 3D matrix product, the dependency matrix is

\[
D = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

According to the procedure above, the partitioning matrix \( P = D \) is feasible, as \( D' D = 1_g > 0 \). (\( I_3 \) is a three-by-three identity matrix.) Fig. 7a shows the partitioning of the DG by the partitioning matrix \( P = D \). The block-level DG is a cubical 3D mesh of size \( \left( \frac{N}{m} \right)^3 \).

For the MMG of the transitive-closure problem, the dependence vectors are \((1, 0, 0)^t, (0, 1, 0)^t, (0, 0, 1)^t\). Assuming that \( P \) is equal to \( I_3 \), Fig. 7b shows the block-level MMG of size \( \left[ \frac{N+1}{m} \right] \times \left[ \frac{N+1}{m} \right] \times \left[ \frac{N}{m} \right] \) \((N = 4, m = 2 \) in this figure). To arrive at this result, note that each plane in Fig. 4b is a square array of \( N \times N \) nodes that are padded with one extra row/column of delay nodes for regularization. Hence, each plane has \( (N + 1) \times (N + 1) \) nodes, and there are \( N \) such planes in the DG. When the DG is partitioned into cubical blocks of size \( m \times m \times m \), there will be \( \left[ \frac{N}{m} \right] \) nodes in the \( x \)-direction in the block-level DG and \( \left[ \frac{N+1}{m} \right] \) nodes in the \( y \)-direction. Also, since the DG is staggered from one plane to the next as in Fig. 4b, grouping \( m \) such planes together will lead to \( \left[ \frac{N+1}{m} \right] \) nodes in the \( x \)-direction.

The following lemma (stated without proof [10]) shows that the above choice of \( P \) is good in the sense that it minimizes the amount of data communication between blocks.

**LEMMA 2.** The choice of the partitioning matrix \( P \) by Procedure 1 results in the minimum amount of communication between blocks in the partitioned DG.

The complexity of finding matrix \( P \) is \( \binom{g}{k} O(n, g^2) \) as there are \( \binom{k}{g} \) ways of choosing \( g \) independent columns of \( D \), and \( O(n, g^2) \) is the cost of finding a null-space vector of an \( n \times (g - 1) \) matrix.

In general, the size of a block is \( b_1 \times b_2 \times \cdots \times b_g \), where \( b_i, i = 1, \ldots, g \), and is chosen such that the entire block can be processed by PA in a single pass. The choice is based on the size of PA and the local memory in each PE. In the matrix product and transitive-closure examples studied in this paper, \( g = 3 \) and \( b_1 = b_2 = b_3 = 3 \).

4.2 Executing a Block in PA

The goal in this step is to map a single block onto PA so that it can be executed in a single pass. Here, we use the Generalized Parameter Method (GPM) we have developed before [11], [12], [9] to determine the data distribution of inputs of the block chosen for execution; i.e., which data should be input into the boundary PEs at each time step. (Details of GPM are not critical in this paper and are not presented here.) The objective when we apply GPM is to maximize the utilization of PA. If \#PE, \( T_c \), and \( T_{seq} \) denote, respectively, the number of PEs in PA, completion time of all of the blocks, and serial time to compute the DG, then utilization \( U \) is given by

\[
U = \frac{T_{seq}}{\#PE \times T_c}.
\]

This indicates that, for a given algorithm with fixed \( T_{seq} \), maximizing \( U \) is equivalent to minimizing \( \#PE \times T_c \). This objective tries to reduce the computation time of each block and increase the overlap between consecutive blocks in order to reduce the load/drain penalties of the blocks.

4.3 Sequencing Blocks through AU

When the recurrence is computed by a CoP, \( p \) blocks from MM are initially loaded into AU, and PA begins executing these \( p \) blocks. As the execution proceeds, new blocks are fetched from MM into AU, and some of the existing blocks in AU are written back to MM. As AU is of limited size, a block of data will have to be fetched multiple times from MM, and our goal in this step is to decide which blocks will be fetched into AU as execution proceeds such that the amount of memory traffic is minimized.

Previous works on loop transformations or compiler optimizations to improve data locality of loop nests, e.g., [31], [4], target at loops of general dependence structures. These contribute necessary and sufficient conditions of valid loop
transformations, but are only heuristic transformations that aim to reduce the traffic in a memory hierarchy. In this study, instead of studying applications with general dependence structures, our sequencing procedure described below is for computations with dependence structures of MMGs. Despite the more limited focus of our work, we show at the end of this section that our sequencing procedure for MMGs is asymptotically optimal in minimizing MM traffic.

The blocks to reside in AU must be chosen to reduce the traffic between MM and AU; equivalently, data reuse should be maximized for the blocks in AU. We can think of AU forming a “storage window” or tile over the block-level DG of the application algorithm. AU stores all the data needed to compute the blocks in the “storage window,” and the output of this phase is to describe how the “storage window” will move over the block-level DG in a non-overlapped fashion. (Otherwise, some computations will be redundant.)

The sequencing procedure is described below for a block-level DG in the form of an n-dimensional MMG with identity dependence matrix; i.e., \( D = I_n \). Let the size of the block-level DG be \( V = N_1 \times N_2 \times \cdots \times N_n \) where \( N_\nu, \nu = 1, \ldots, n \), is the number of nodes along direction \( d_\nu \).

\[
\begin{bmatrix}
d_1 \\
\vdots \\
d_n
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & n-1
\end{bmatrix}
\]

The “storage window” is an \((n-1)-D\) tile in the \(n-D\) DG.

The following pseudocode describes the movement of the “storage window” of \(p\) blocks. Without loss of generality, assume that \(N_1 \leq N_2 \leq \cdots \leq N_n\) (otherwise, the DG can be reindexed).

**Procedure 2.**

- for \(i_1 = 1\) to \(N_1\) step \(\sqrt[3]{p}\)
- for \(i_{\nu+1} = 1\) to \(N_{n-\nu}\) step \(\sqrt[3]{p}\)
- for \(i_n = 1\) to \(N_n\)

Schedule\((i_1, i_2, \ldots, i_n)\)

where Schedule\((i_1, \ldots, i_n)\) schedules all the \(p\) blocks in the

\[
\begin{bmatrix}
N_1 \times \cdots \times N_{n-1} \times \sqrt[p]{p}
\end{bmatrix}
\]

\((n-1)-D\) “storage window” at node \((i_1, \ldots, i_n)\) of the block-level DG to be brought into AU. The “storage window” is on a plane perpendicular to vector \(d_n\) in the block-level DG, and moves along direction \(d_n\).

The reasoning behind Procedure 2 is explained as follows. Consider a general URE in an \(n-D\) domain with dependence vectors \(D = [d_1, d_2, \ldots, d_n]\). (If the number of dependencies is larger than \(n\), we consider only the \(n\) linearly independent ones.) Note that a set of \(n\) linearly independent dependence vectors \(d_1, d_2, \ldots, d_n\) can be converted to a set of \(n\) unit vectors (corresponding to an \(n-D\) mesh) by a linear transformation or an appropriate basis change. Thus, the UREs are, in some sense, equivalent to each other from the point of view of dependencies, and a sequencing scheme developed for \(n-D\) MMGs can be extended easily to other UREs. In the case of general UREs, the storage window is an \((n-1)-D\) tile formed by the first \((n-1)\) dependence vectors, and the tile is moved along the remaining vector \(d_n\) in the DG.

The shape of a domain of a given URE is also taken into account in the sequencing scheme as follows. For a URE defined over an arbitrary convex domain, the sequencing procedure traverses the domain by a set of parallel 1D “lines.” The “width” of a line corresponds to an \((n-1)-D\) storage tile, and its direction denotes the movement of the \((n-1)-D\) tile along the \(n\)th dependence vector. A penalty is incurred each time the storage tile shifts from the tail of a line to the head of another parallel line (the term denoted by “XY plane except \((0, 0, 0)\) in (10) in the following section). The head, tail, and length of these parallel lines are different for different domain shapes. For an \(n-D\) mesh, all of the lines are parallel to vector \(d_n = (0, \ldots, 0, 1)\), and are of the same length \(N_n\). Thus, the regularization of a given DG into an MMG and the decomposition of the block-level DG into parallel lines present a uniform way of handling general UREs.

**Example 5.** Fig. 8a shows the storage-window movement for computing a matrix product with \(N = 6m, p = 9\), where each tile is a \(3 \times 3\) square. As the block-level DG is a full 3D mesh, it is perfectly tiled with 216 nodes covered in 24 tiles of size 9 each.

Fig. 8b shows the storage-window movement for computing a transitive closure with \(N = 4m, p = 4\), where each tile is a \(2 \times 2\) square. As the block-level DG is not a full 3D mesh, the 100 nodes in the block-level DG are fitted into 36 tiles of four nodes each.

Note that Fig. 8b shows two rows of tiles; hence, there are four rows of blocks in the \(z\)-direction (since each tile is a \(2 \times 2\) block). As each block corresponds to a cubical mesh of \(m \times m \times m\) nodes of the original DG, there are \(N = 4m\) rows in the original DG. Finally, the block-level DG has \(\left[\frac{N}{m}\right]n\) nodes in the \(x\)-direction (Fig. 7b), and the block-level DG is staggered from plane to plane. Hence, when tiling it, we are grouping \(\sqrt[p]{p}\) nodes in the \(x\) and \(y\) directions into a tile, and there will be \(\left[\frac{N_{\text{mm}}}{m}\right] + \sqrt[p]{p} - 1\) tiles in the \(x\)-direction.

The size of the storage tile is chosen to minimize the total number of data accesses over the link to MM. Since AU size is constant, the number of data accesses is proportional to the perimeter of the tile. It can be easily seen that the shape of the tile is maximized when the perimeter is minimized.
of the tile should be chosen as an equisided \( (n-1) \)-D "parallelepiped" to minimize the total number of data accesses to MM.

For the above sequencing scheme with an equisided tile, the number of data accesses from MM (or the I/O complexity denoted by \( Q \)) for a block-level DG in the form of an \( n \)-D mesh is

\[
Q = \frac{(n-1)V}{m \cdot \sqrt[n]{p}} \cdot \frac{V}{N_n^2},
\]

where \( V \) is total number of index points in the \( n \)-D DG, and \( N_n \) is the size of the largest dimension. Equation (7) can be obtained by considering the inputs along the \( n \) faces of an \( n \)-D MMG. Since the storage tile is moved along direction \( \vec{a}_n \) (Procedure 2), none of the data on the face perpendicular to \( \vec{a}_n \) is refetched, and the total number of accesses for inputs on this face is \( \frac{V}{N_n^2} \). For inputs on the other faces perpendicular to \( \vec{a}_i \), \( i = 1, \ldots, n \), each input data is fetched \( \frac{N_i}{m \cdot \sqrt[n]{p}} \) times from MM. Hence, the total number of accesses for the \( (n-1) \) faces perpendicular to \( \vec{a}_i \) is

\[
\frac{V}{N_n} \cdot \frac{N_i}{m \cdot \sqrt[n]{p}} = \frac{V(n-1)}{m \cdot \sqrt[n]{p}}.
\]

The following lemma establishes that the above sequencing scheme for \( n \)-D MMGs is asymptotically optimal with respect to the number of accesses to MM.

**Lemma 3.** For \( n \)-dimensional MMGs, \( Q = \Omega\left(\frac{V}{m \cdot \sqrt[n]{p}}\right) \), where \( S \) is the size of the limited memory and \( Q \) is the I/O complexity.

(See [13] for proof.)

In this case, \( S = p \), and the number of accesses from MM ((7)), due to Procedure 2 which has the same asymptotic complexity as the lower bound given in Lemma 3. (Note that the factor \( (n-1) \) is constant for a specific MMG and does not affect the complexity.) Hence, our sequencing scheme is optimal in terms of the number of accesses from MM.

## 5 Applications: Matrix Product and Transitive Closure

In this section, we present our results in mapping algorithms described by MMGs on a ColP. Our results are based on the matrix-product and transitive-closure applications. Figs. 4, 7, and 8 show, respectively, the original MMG, the block-level DG after partitioning, and the movement of the tiles for these two problems.

For the matrix-product problem, let \( C = A \times B \) has a 3D MMG of size \( N \times N \times N \), where \( A \) and \( B \) are two \( N \times N \) matrices. As shown in Section 4.1, this DG is partitioned into cubical blocks of size \( m \times m \times m \). The AU holds a \( \sqrt[3]{p} \times \sqrt[p]{p} \) square tile of blocks of DG (formed along dependencies \( (1, 0, 0)^t \) and \( (0, 1, 0)^t \)), and the tiles move along dependence vector \( (0, 0, 1)^t \).

For the transitive-closure problem, darkened nodes representing delay nodes are first added to regularize the original DG to a cubical structure (Fig. 4b). The 3D MMG is then partitioned into cubical blocks of size \( m \times m \times m \), each of which can be executed in one pass on PA. The size of the block-level DG after partitioning is \( \lceil \frac{N}{m} \rceil \times \lceil \frac{N+1}{m} \rceil \times \lceil \frac{N}{m} \rceil \). Note that the block-level DG is identical to the original DG except for its dimensions. The "storage window" has size \( \sqrt[3]{p} \times \sqrt[p]{p} \) blocks and moves along direction \( (0, 1, 0)^t \) as shown in Fig. 8b in order to minimize the total number of data accesses.

These examples illustrate the benefit of deriving MMGs from nested-loop algorithms, as we have a uniform way of partitioning an MMG, sequencing blocks of the MMG, and designing a PE array to execute a block of the MMG.

### 5.1 Evaluation Metrics

To develop a cost-effective design, we need to evaluate the performance of the target algorithms on a given amount of
silicon chip area. In this subsection, we present an abstract model to estimate the area consumed and the completion time of execution.

5.1.1 Area Model

The total area occupied by the CoP architecture is the sum of the areas of the PEs (including input/output logic), AU, controller, and input and output networks in AU:

$$\text{Area} = \text{Area}_{PA} + \text{Area}_{AU} + \text{Area}_{pim} + \text{Area}_{controller} + \text{Area}_{network}$$  \hspace{1cm} (8)

The last three terms can be assumed to be constants. This assumption is especially true for PAs with linear configurations because the number of ports in such PAs and AUs are constant. The analysis in the rest of this section will still be valid.) If the values of $\text{Area}_{pim}$, $\text{Area}_{controller}$, and $\text{Area}_{network}$ are small, as compared to the values of $\text{Area}_{PA}$ and $\text{Area}_{AU}$, then the area index containing the dominant terms is given by

$$\text{AreaIndex} = \# \text{PE} (A_{PE} + b) + 3\sqrt{3pm^2 + pm^2}$$  \hspace{1cm} (9)

where $A_{PE}$ is the area of a single PE in memory words which captures the implementation cost of a PE, and $b$ reflects the local memory per PE. Since in our examples AU holds $\sqrt{p} \times \sqrt{p}$ blocks of the DG forming a square in the 3D MMG (Fig. 8), storage is needed in AU for

1) $pm^2$ words of $C$,
2) $\sqrt{3pm^2}$ words of $A$,
3) $\sqrt{3pm^2}$ words of $B$, and
4) additional $\sqrt{3pm^2}$ words for the next set of $\sqrt{p} \times \sqrt{p}$ blocks to be brought in from MM to AU for future processing.

In the following sections, we use the simplified area model as a cost index to analyze the cost-performance relation of the CoP architecture. It is, however, important to point out that in some cases $\text{Area}_{controller}$ may be large and need to be considered in computing the area. Similarly, $\text{Area}_{network}$ and $\text{Area}_{pim}$ may depend on word size, number of buffers, and number of paths to PA. The net effect of including these additional areas in our area model is to shift all the cost-performance curves in Figs. 10 and 11 to the right. The analysis is similar and will not be shown.

5.1.2 Model of Completion Time

The total completion time $T_{comp}$ in PE-cycles is given by

$$T_{comp} = \max \left( \frac{2\sqrt{3pm^2}}{B_{MM}}, \frac{X_{block}}{P_{block}}, \frac{K(N,m)}{p} - 1 \right) + \frac{2pm^2}{B_{MM}} \left( \frac{K_{XY}(N,m)}{p} - 1 \right) + \frac{pm^2 p + 2\sqrt{3pm^2}}{B_{MM}}$$ (10)

where $B_{MM}$ is the MM-AU bandwidth in words per PA clock tick, $t_{block}$ is the nonoverlapped time (total completion time—portions of the load/drain times overlapped by the following/preceding blocks) taken to execute one block of DG by PA, $K(N,m)$ is the number of blocks of the DG or the number of nodes in the block-level DG, and $K_{XY}(N,m)$ is the number of nodes in the projection of the block-level DG to the XY plane parallel to the storage tile of AU; i.e., $K_{XY}(N,m)$ is the number of times the storage tile has to change direction. The term “XY plane except block(0, 0, 0)” in (10) means storage tiles that can be fetched without shifting from the tail of a fetch direction to the head of another parallel fetch direction.

The first term in (10) is the dominant term and is the product of the time taken for each window $(\sqrt{p} \times \sqrt{p})$ in AU and the number of windows over DG. For each window of size $\sqrt{p} \times \sqrt{p} \times 2\sqrt{3pm^2}$, the time it takes to fetch the elements needed for the next window, and $p_{block}$ is the time to process $p$ blocks in the current window. The second term in (10) models the additional time required whenever the window changes direction, which involves writing and reading $pm^2$ elements of the output matrix. The third term is the initial latency to load the data corresponding to $\sqrt{p} \times \sqrt{p}$ blocks in the storage window. For a $\sqrt{p} \times \sqrt{p}$ storage window, there are $pm^2$ elements of the result matrix (corresponding to the area of the tile) and $2\sqrt{3pm^2}$ elements of the input matrix (corresponding to half of the perimeter). The final term is the additional time over the time $p_{block}$ for the results of the final storage tile to be written back from AU to MM. Note that there are $pm^2$ elements of the output matrix to be written back to MM, and $t_{block}$ is the earliest time after the start of the last storage window when the first $m^2$ elements are available to be written back.

Example 6. For the matrix-product problem, as shown in Fig. 8a,

$$K(N, m) = \left( \left( \frac{N}{m} \right) \right)^3$$

$$K_{XY}(N, m) = \left( \left( \frac{N}{m} \right) \right)^2$$

For the transitive-closure problem with 3D MMG, as shown in Fig. 8b,

$$K(N, m) = \left( \frac{N + m}{m} \right) \times \left( \frac{N + 1}{m} \right) \times \left( \frac{N}{m} \right)$$

$$K_{XY}(N, m) = \left( \frac{N + 1}{m} \right) \times \left( \frac{N}{m} \right)$$

5.1.3 AU Size

In order to have efficient processing, AU must be large enough to mask MM latency fully; i.e., completely overlap
the loading of the inputs of the next storage window with the processing of the current one. Therefore,
\[ \frac{2m^2}{B_{MM}} \leq t_{\text{block}} \Rightarrow p \geq \left( \frac{2m^2}{B_{MM}^{\text{block}}} \right)^2, \]  
(11)
and AU size is computed using (9) for this value of \( p \).

**Example 7.** Let \( N = 512 \), \( m = 8 \), and \( B_{MM} = 1/5 \) (five cycles per word). The number of processors, \( \#PE = m = 64 \).
- For a square array, \( t_{\text{block}} = m = 8 \). By (11), \( p \geq 6400 \), and the minimum AU size is about 425K words or 13.3M bits, assuming four bytes/word.
- For a linear PA with \( t_{\text{block}} = m^2 = 64 \). By (11), \( p \geq 100 \), and the minimum AU size is about 8.3K words or 260K bits.

Although 13M bits of fast memory in AU is at the limit of current technology, 260K bits is very feasible. For a linear PA, as \( t_{\text{block}} = O(m^2) \), \( p \) is independent of \( m \). This is true because, for a linear PA used for block processing, its I/O bandwidth is constant, independent of the number of PEs and block size, and AU size in blocks \( p \) depends only on the bandwidth between MM and AU.

### 5.1.4 Performance Metrics

The performance index of a CoP is defined as its speedup over a reference design:
\[ \text{PerformanceIndex} = \frac{T_{\text{ref comp}}}{T_{\text{comp}}} \]  
(12)
where \( T_{\text{ref comp}} \) and \( T_{\text{comp}} \) are the total completion times in PE-cycles of the reference design and the CoP, respectively. A CoP with one PE and an appropriate amount of AU memory to mask MM latency is chosen as the reference design. Thus, both the reference and current designs have the same bandwidth limitation. The AreaIndex of the one-PE reference design in memory words can be obtained from (9) and (11) when \( m = 1 \), \( t_{\text{block}} = 1 \), and \( \#PE = 1 \). It is given by
\[ \text{AreaIndex}_{\text{ref}} = A_{\text{pe}} + \frac{4}{B_{\text{MM}}} + \frac{6}{B_{\text{MM}}^2}. \]  
(13)

A useful trade-off in designing a CoP is as follows. Suppose we increase area by a certain factor, how much will speedup be increased (or how much will completion time be reduced) if we clock the reference machine and the CoP at the same rate? The speedup over the reference design can be interpreted as the reduction in clock rate in order to obtain the same throughput (or completion time). In other words, we have
\[ T_{\text{comp}} \times \frac{1}{\text{Clock}_{\text{PA}}} = T_{\text{ref}} \times \frac{1}{\text{Clock}_{\text{ref}}} \Rightarrow \frac{\text{Clock}_{\text{ref}}}{\text{Clock}_{\text{PA}}} = \frac{T_{\text{ref}}}{T_{\text{comp}}}, \]  
(14)
where \( T_{\text{ref comp}} \) and \( \text{Clock}_{\text{ref}} \) are the completion time and clock rate of the reference design, respectively. Sections 5.4 and 5.5 present cost-performance trade-offs of CoPs where cost is measured as AreaIndex defined in (9), and performance is measured as speedup over the one-PE reference design ((12)).

A reduced clock rate is desirable for several reasons. First, and most important, the yield would be significantly higher if the chip were designed for a lower clock rate. Also, power dissipation is lower at lower clock rates, leading to lower packaging and integration costs.

### 5.2 Relationship between Performance and Area Indices

For a 3D MMG, if the size of PA is increased by a factor \( \theta \), then block size \( m \) will have to be increased by \( \theta \) for single-pass execution of each block by PA. For a linear PA, \( t_{\text{block}} = O(m^2) \), and the number of blocks in AU \( p \) is independent of block size \( m \) ((11)). Therefore, the area of AU for a linear PA increases by \( \theta^2 \) when \( m \) is increased by \( \theta \) ((9)). The total area (AreaIndex) of the CoP, which is dominated by the area of AU, increases by a factor \( \theta^2 \) when \( m \) is increased by \( \theta \). Hence, AreaIndex grows as the square of the number of PEs in a linear PA. The following argument shows that AU size has to grow at least as the square of the number of PEs in order to mask MM latency when processing a cubical block of DG on a linear PA.

Consider a cubical \( m \times m \times m \) block of DG to be processed in a linear PA. For a linear PA to have constant I/O bandwidth, the time to process a block is \( \Omega(m^2) \), as there are \( O(m^3) \) input and output elements to be loaded into PA. Therefore, AU size has to be \( \Omega(m^3) \) as all the \( O(m^3) \) elements needed to process a block have to be held in AU to mask the MM latency. The number of PEs in PA is \( O(m) \), as there are \( m \) operations to be completed in \( O(m^3) \) time. Therefore, to mask MM latency, AU size (given by \( \Omega(m^2) \)) grows at least as the square of the number of PEs (given by \( O(m) \)).

The completion time \( T_{\text{comp}} \) can, at best, decrease by \( \theta \) when the number of PEs is increased by \( \theta \) (superlinear speedups are not possible for deterministic processing). The area index grows at least as \( \theta^2 \) when the number of PEs is increased by \( \theta \). Thus, clock-rate reduction can grow at least as the square root of AreaIndex when the effect of MM latency is masked completely. However, beyond a certain number of PEs (or AreaIndex) for a fixed problem size, the completion time is bounded by the fixed MM bandwidth and is equal to the time to read and write the elements of input and output matrices. Hence, speedup will flatten out beyond a certain AreaIndex \( (A_{\text{crit}}) \) when MM becomes a bottleneck. That is,
\[ \text{Speedup} = \frac{\text{AreaIndex}_{\text{ref}}}{\text{AreaIndex}_{\text{PA}}} = \begin{cases} \frac{O(\sqrt{\text{AreaIndex}})}{B_{\text{MM}}} & \text{for } \text{AreaIndex} \leq A_{\text{crit}} \\ \frac{1}{\text{AreaIndex}_{\text{PA}}} & \text{for } \text{AreaIndex} > A_{\text{crit}} \end{cases} \]  
(15)
where Volume(N) is the total amount of data in the 3D MMG to be accessed (including both reads and writes) to process the given \( n \)-dimensional uniform dependence algorithm.

In short, if the completion time of the reference PA is fixed, then we have the following inverse square-root relationship between the completion time of PA and its AreaIndex for fixed MM bandwidth and specified clock rate in processing a 3D MMG.
\[ T_{\text{PA comp}} \propto \frac{1}{\sqrt{\text{AreaIndex}_{\text{PA}}}}, \text{ for } \text{AreaIndex}_{\text{PA}} \leq A_{\text{crit}} \]  
(16)
5.3 Area Allocation between AU and PA

Fig. 9 shows the variation of the fraction of total area occupied by PA as we increase the total area of the CoP. The AU area in (9) is computed using $p$ from (11), which is chosen to overlap memory fetches completely with computations. Note that the plot is dependent on $p$ and $ArealIndex$ but not on the application problem and its problem size. The $x$-axis is the area of the chip in memory words. Thus, $ArealIndex$ of five megawords corresponds to an area equivalent to 160 megabits of storage, assuming each word is 32 bits. The cost of a PE in memory words is denoted as $A_{pe}$. Hence, for five megawords of total area and $A_{pe} = 100$, only four percent of the total area is occupied by PEs for a linear PA configuration. This shows that most of the chip area is taken up by AU if we design the chip with the optimal balance where memory latency is fully masked. Moreover, for the same total area, a linear PA has more of its area devoted to PEs than a PA in the form of a square mesh. The effect of increased area of a PE is to lift the entire plot upwards for both linear and square PAs. Although this figure is for $B_{MM} = 1/5$ (five cycles to access a word from memory), the same effect is observed for other bandwidths.

The figure shows that as $A_{pe}$ increases, the fraction of area occupied by PA decreases. For $A_{pe} = 100$, the fraction is about 0.5, and for $A_{pe} = 1000$, it is about 0.25. The trend is similar for both linear and square PAs. The area allocated to PA decreases as the total area increases, indicating that PEs are more efficient in larger systems.

![Fig. 9. Area allocation between AU and PA of a CoP for 512 words for $A_{pe} = 100$ and 1,130 words for $A_{pe} = 1,000$.](image)

5.4 Cost-Performance Trade-Offs: Matrix Product

Fig. 10a shows the cost-performance trade-offs of CoPs for computing matrix products described by 3D MMGs. Performance is measured in speedup (or clock rate), and cost is measured as $ArealIndex$. The system is designed at the balance point to mask MM latency fully (11). Trade-offs are shown for problem sizes of $N = 512$ and $N = 1,024$ when the latency to access a word from MM is five cycles. The area cost of a PE in memory words is denoted as $A_{pe}$. The amount of local memory in each PE is controlled by parameter $b$. In our approach, for a given block size, we obtain a virtual array (linear or square), and cluster $b$ virtual PEs to obtain increased local memory per PE and reduced number of PEs. Hence, the larger the value of $b$, the lower are the number of PEs and clock-rate reduction. For $b = 1$, each physical (and virtual) PE has three words of storage, one for A, B, and C, respectively.

Fig. 10a shows that for about $1.1 \times 10^6$ words of silicon area and $A_{pe} = 100$, we can get a speedup of about 51 over the one-PE reference design for a square PA and 48 for a linear PA in computing a 1,024-by-1,024 matrix product. In other words, if we clock a CoP with a linear PA at 400 KHz, we will obtain performance equivalent to that of a one-PE reference design running at 19.2 MHz. If we can clock this CoP at 1 MHz, then we will obtain 2.5 times speedup as compared to the one-PE reference design. The final speedup can be chosen from a variety of alternatives depending on the objective of the design.

Fig. 10a further shows the square-root relationship between speedup and $ArealIndex$ (Section 5.2). For instance, to compute a 1,024-by-1,024 matrix product using a linear PA with $A_{pe} = 5,000$, the speedup only doubles from 20 to 40 when $ArealIndex$ is increased from 0.45 megawords to 1.5 megawords. The degradation in performance in using a linear PA rather than a square array when $ArealIndex$ is about 1.1 megawords is six percent for $A_{pe} = 100$ and 26 percent for $A_{pe} = 5,000$.

Fig. 10a also shows that performance of a CoP saturates because of the MM bottleneck with limited bandwidth. For smaller problems, speedup will flatten out earlier. After the performance saturates, the completion time of the CoP is equal to the time to access input matrices A and B from MM and to write output matrix C to MM. Hence, the maximum speedup (or clock-rate reduction) is given by

$$\frac{\tau_{CPU}}{\tau_{MM}} = \frac{\text{Clock}_{cp}}{\text{Clock}_{mm}} = \frac{A_{pe}}{B_{MM}} = 51.2 \text{ for } N = 1,024.$$  

This maximum value of 51.2 corresponds to $ArealIndex \geq 1.44$ megawords ($A_{vip} = 1.44$ megawords) when using a linear PA and $A_{pe} = 100$.

The saturation points improve as products of larger matrices are computed. Our earlier work [11, 9] shows that speedup does not saturate in the range evaluated in Fig. 10 when $N = 10,240$.

The results in Fig. 10a show that a linear PA is an attractive choice for computing matrix products and other UREs. Its advantages are its constant I/O bandwidth and modularly expandable layout. It achieves good performance because our mapping algorithm can exploit effectively locality in the three-dimensional loops.

Fig. 10b depicts the performance for linear and square PAs with $b = 8$. Here, eight virtual PEs are coalesced into a physical PE leading to an eight-fold increase in local memory of a PE. While the corresponding curves for square PAs remain unchanged from Fig. 10a, the curves for linear PAs are lower than the corresponding ones in Fig. 10a. Again, speedup grows as the square root of $ArealIndex$ when MM latency is masked.

Fig. 10c shows the effect of increasing $B_{MM}$ between MM and AU. The figure shows that MM bandwidth is a key factor that influences the performance of CoPs. For instance, when $ArealIndex$ is five megawords, performance doubles from 51.2 to 128 when $B_{MM}$ is increased from 1/5 (five cycles/word) to 1/2 (two cycles/word).

Finally, Fig. 10d shows the sensitivity of speedup to variations in AU size. Assume that AU size is scaled by a
(a) Cost-performance trade-offs. The values of maximum speedup are: \( S_{\text{max}}^1 = S_{\text{max}}^2 = S_{\text{max}}^3 = 51.2 \), \( S_{\text{max}}^4 = S_{\text{max}}^5 = 25.6 \). The values of critical \textit{ArealIndex} in megawords beyond which speedup saturates are: \( A_{\text{crit}}^1 = 1.1, A_{\text{crit}}^2 = 1.70, A_{\text{crit}}^3 = 1.44, A_{\text{crit}}^4 = 2.97, A_{\text{crit}}^5 = 0.368, A_{\text{crit}}^6 = 1.14 \).

(b) Effect of \( b \) (local memory per PE) on cost-performance trade-offs. Local memory in a PE is used to simulate a set of virtual PEs and to reduce the PE-count. The values of maximum speedup are: \( S_{\text{max}}^1 = S_{\text{max}}^2 = 51.2, S_{\text{max}}^3 = S_{\text{max}}^4 = 44.9, S_{\text{max}}^5 = S_{\text{max}}^6 = 22.7 \). The values of critical \textit{ArealIndex} in megawords are: \( A_{\text{crit}}^1 = 1.16, A_{\text{crit}}^2 = 1.76, A_{\text{crit}}^3 = 4.24, A_{\text{crit}}^4 = 4.75, A_{\text{crit}}^5 = 1.07, A_{\text{crit}}^6 = 1.33 \).

(c) Effect of bandwidth \( (B_{\text{band}}) \) on cost-performance trade-offs. The values of maximum speedup for plots 2, 3, 4 are: \( S_{\text{max}}^1 = 128, S_{\text{max}}^2 = 51.2, S_{\text{max}}^3 = 25.6 \). The values of \( A_{\text{crit}}^2 = 2.80, A_{\text{crit}}^3 = 1.73, A_{\text{crit}}^4 = 1.40 \). Plot 1 does not saturate because the MM bandwidth is higher than the data rate required by PA.

(d) Sensitivity of cost-performance trade-offs for the matrix-product problem when the optimal AU size is multiplied by \( \alpha \). If \( \alpha < 1 \), all the PEs are idle for some time due to insufficient data accessed from MM. If \( \alpha > 1 \), chip area is wasted by the extra memory in AU. The maximum speedup for all curves is 51.2. The values of critical \textit{ArealIndex} in megawords are: \( A_{\text{crit}}^1 = A_{\text{crit}}^2 = 1.72, A_{\text{crit}}^3 = 2.24, A_{\text{crit}}^4 = 10.4, A_{\text{crit}}^5 = 30.6 \).

Fig. 10. Evaluation of CoPs for computing matrix products.

factor of \( \alpha \) from the optimal value given in (11). If \( \alpha < 1 \), all PEs will be idle between the time the current set of \( p \) blocks are completed to the start of the next set of \( p \) blocks. Therefore, speedup (or clock-rate reduction) ((15)) will decrease as \( \alpha \) is decreased.

If \( \alpha > 1 \), it means that less area will be allocated to PA for a fixed chip area. Since PA is already working at the maximum efficiency, the additional area allocated to AU cannot help boost the performance of the CoP, resulting in a performance curve that is below the performance curve when \( \alpha = 1 \). When \( \alpha > 1 \) and AU size is larger than the total number of words in the input matrices, the extra area allocated to AU beyond that needed by the input matrices will be unused. In this case, we set AU size to the maximum size needed by the input matrices. This explains why the critical \textit{ArealIndex} \( A_{\text{crit}} \) in Fig. 10d is the same for all \( \alpha \geq 1 \), and why
the performance curve for $\alpha > 1$ merges with the optimal performance curve ($\alpha = 1$) at $A_{\text{crit}}$.

Fig. 10d further shows that for $A_{\text{crit}} = 1000$, AreaIndex = 5M words, and a 500-fold decrease in AU size ($\alpha = 0.002$), speedup drops from 51.2 to 26. This shows that linear-PA designs show good resilience to changes in AU size from their desired optimal configurations. The low sensitivity to AU size can be used to obtain significant area savings without large sacrifices in performance. For instance, when $\alpha = 0.33$ and AreaIndex = 1.7M words, AU is one-third smaller than the case when $\alpha = 1.0$, resulting in 58 percent area savings (from Figs. 9 and 10d) for only eight percent decrease in performance (where speedup is reduced from 51 to 47). This resilience allows designers to fine tune their designs in order to obtain different area-performance trade-offs.
5.5 Cost-Performance Trade-Offs: Transitive Closure

Fig. 11 shows the cost-performance trade-offs in applying CoPs to solve transitive-closure problems described by 3D MMGs. The x-axis is the cost or ArealIndex in memory words, and the y-axis is the speedup over the one-PE reference design.

Due to the more irregular nature of the transitive-closure algorithm, the performance of CoPs in computing transitive closures is lower than that in matrix products. For instance, Fig. 11a shows a speedup of only 34.8 over the one-PE reference design (as compared to 51.2 for the matrix-product problem) using a linear PA with five megawords of silicon area, $A_{pe} = 1,000$, and $N = 1,024$. For the same configuration, Fig. 11b shows that increased local memory in each PE ($b = 8$) results in scaling the performance down to 31.6. Likewise, Fig. 11c shows improved performance when $B_{MM}$ is increased. Finally, Fig. 11d establishes that cost-performance trade-offs are not very sensitive to AU size required for masking MM latency fully. For instance, when $a = 0.33$ and ArealIndex = 1.86, AU is one-third smaller than when $a = 1.0$, resulting in a 58 percent area savings for a six percent decrease in performance (where speedup is reduced from 34.8 to 32.7).

As in the case of computing matrix products, the saturation points improve when larger matrices are involved. Our earlier work [11], [9] shows that speedup does not saturate in the range evaluated in Fig. 11 when $N = 10,240$.

6 CONCLUSIONS

This paper describes the design of a coprocessor (CoP) for executing loop computations described by uniform dependence algorithms. Our results show that high performance is achieved by a modularly expandable linear array of PEs, coupled with local buffer memory that interfaces a Main Memory (MM) with fixed bandwidth. The high performance is achieved by efficient methods for mapping recurrences on CoPs. There are three major contributions in this paper:

- For the class of multimesh dependence graphs, we have developed a partitioning scheme that we have proved to be asymptotically optimal. Other existing schemes have been developed for more general dependence graphs and may be suboptimal with respect to multimesh graphs. It is important to point out that optimality is only asymptotic; that is, for a specific problem instance and Access-Unit (AU) size, it is possible that our partitioning scheme may induce more memory traffic than an existing scheme.

- In computing matrix products and transitive closures, we have found the optimal division of chip area between Processor Array (PA) and AU for given chip size, MM bandwidth, and tiling method. We have also shown area-speedup trade-offs when optimal partitioning of chip area is not done. Such trade-offs are important when combining multiple CoP chips together to form a larger CoP system.

- For dependence graphs represented as three-dimensional multimesh graphs (MMGs) and processor arrays in a linear configuration, our study finds an important relation that performance is related to the inverse square root of cost. Here, cost is measured as silicon area, and performance, as completion time under fixed main-memory bandwidth and constant clock speed (16). Another interpretation of performance is in the reduction of clock speed, where increases in ArealIndex in (15) can be considered as reduction in clock rate for a given completion time.

We have demonstrated the inverse square-root relation using the matrix-product and transitive-closure applications. In addition, we have evaluated CoPs of various configurations and have studied the effects of different parameters on the inverse square-root relationship.

Although our results have been derived for three-dimensional multimesh dependence graphs, they can be extended to multimesh graphs of higher dimensions. Given a linear processor array, performance will be related to the inverse rth root of ArealIndex where $r + 1$ is the dimension of the multimesh graphs.

There are two areas that we will study in the future.

1) The effectiveness of uniformizing non-uniform recurrences into multimesh graphs. We will need to evaluate alternative multimesh dependence-graph representations of a given dependence graph.

2) The design of a hardware controller and the associated software compiler to support the partitioning and mapping processes.

APPENDIX

Proof of Lemma 1

A given partitioning matrix $P$ is valid if the compressed or block-level DG is acyclic. Hence, given a partitioning vector $p_i$, all of the dependence vectors $d_j$ should cross the hyperplane corresponding to $p_i$ in the same direction; i.e., $\forall j$ $p_i d_j \geq 0$ or $p_i d_j < 0$. Fig. 12 shows the case in which $p_i$ is not valid (Block 1 depends on Block 2 and vice versa).

Proof of Corollary 1

Consider column $d_j$ of partitioning matrix $P = D'$, where $D'$ is an orthonormal matrix. Hence, $p_i d_j = d_i^d - d_i^c > 0$, where $d_i^d$ is the magnitude of $d_j$. By Lemma 1, $P$ is valid. Also, $p_i d_j = 0$, $j \neq i$; hence, it satisfies (5).

Fig. 12. A pair of cyclically dependent blocks. Block 2 depends on block 1 through dependence $d_2$, while block 1 depends on block 2 through $d_2$. Hence, partitioning vector $p_i$ is invalid.
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