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This paper studies various strategies in constrained simulated annealing (CSA), a global optimization algorithm that achieves asymptotic convergence to constrained global minima (CGM) with probability one for solving discrete constrained nonlinear programming problems (NLPs). The algorithm is based on the necessary and sufficient condition for discrete constrained local minima (CLM) in the theory of discrete Lagrange multipliers and its extensions to continuous and mixed-integer constrained NLPs. The strategies studied include adaptive neighborhoods, distributions to control sampling, acceptance probabilities, and cooling schedules. We report much better solutions than the best-known solutions in the literature on two sets of continuous benchmarks and their discretized versions.
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1 Problem Definition

A general discrete constrained nonlinear programming problem (NLP) is formulated as follows:

\[ \text{minimize}_{x} \quad f(x) \]
\[ \text{subject to} \quad g(x) \leq 0 \]
\[ h(x) = 0 \]

where \( x = (x_1, \ldots, x_n) \) is a vector of discrete variables, \( f(x) \) is a lower-bounded objective function, \( g(x) = [g_1(x), \ldots, g_k(x)]^T \) is a set of \( k \) inequality constraints,
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and \( h(x) = [h_1(x), \ldots, h_m(x)]^T \) is a set of \( m \) equality constraints. Functions \( f(x) \), \( g(x) \), and \( h(x) \) can be either linear or nonlinear, continuous or discrete (i.e. discontinuous), and analytic in closed forms or procedural.

Without loss of generality, we discuss our results with respect to minimization problems, knowing that maximization problems can be converted to minimization ones by negating their objectives. To characterize the solutions sought, we define the following terms.

**Definition 1.** \( N(x) \), the neighborhood of point \( x \) in discrete space \( X \), is a user-defined set of points \( x' \in X \) such that \( x' \in N(x) \iff x \in N(x') \), and that it is possible to reach every other \( x'' \) starting from any \( x \) in one or more steps through neighboring points.

**Definition 2.** Discrete point \( x \in X \) is a feasible point if \( g(x) \leq 0 \) and \( h(x) = 0 \). Feasible space \( \mathcal{F} \) is the set of all feasible points in \( X \).

**Definition 3.** Point \( x \in X \) is a discrete constrained local minimum (CLM) iff a) \( x \) is a feasible point, and b) for every feasible point \( x' \in N(x) \), \( f(x') \geq f(x) \).

Note that since neighborhoods are user-defined, it is possible for point \( x \) to be a CLM in one definition of \( N(x) \) but not for another. The choice of neighborhoods, however, does not affect the validity of a search as long as one definition is used consistently throughout [26].

**Definition 4.** Point \( x \in X \) is a discrete constrained global minimum (CGM) iff a) \( x \) is a feasible point, and b) for every feasible point \( x' \in X \), \( f(x') \geq f(x) \). The set of all CGM is denoted by \( X_{\text{opt}} \).

Finding CGM of (1) is challenging as well as difficult. First, \( f(x) \), \( g(x) \), and \( h(x) \) may be highly nonlinear, making it difficult to even find a feasible point or a feasible region. Moreover, it is not useful to keep a search within a feasible region, as feasible regions may be disjoint and the search may need to visit multiple feasible regions before finding a CGM. Second, \( f(x) \), \( g(x) \), and \( h(x) \) may be discontinuous or may not have closed-form derivatives, rendering it impossible to apply existing theories and methods developed for continuous problems. Third, there may be a large number of CLM, trapping trajectories that utilize only local information and that are not able to escape from local minima.

In this paper, we tune strategies in constrained simulated annealing (CSA) [25] and apply them to solve discrete, continuous, and mixed-integer constrained NLPs. We first overview the theory of discrete Lagrange multipliers [20, 26, 28] in Section 2 and summarize the major steps of CSA in Section 3. We then focus on developing various strategies to efficiently solve general NLPs and report improvements over the best-known solutions in solving some benchmarks in Section 4.

## 2 Previous Work

Direct solution methods solve (1) directly. Some examples include reject/discard methods, repair methods, feasible-direction methods, and interval methods. However, these methods are very problem specific, or are unable to cope with nonlinear
constraints, or are computationally expensive. Therefore, the majority of methods to solve (1) first transform it into another form before solving it.

2.1 Penalty Methods

Static penalty methods transform (1) into a single unconstrained optimization problem [3, 15]. If the penalties are large enough, then the global minimum to the unconstrained problem is the CGM to the original problem. The use of large penalties, however, lead to rugged search terrains and deep local minima, making it difficult for global-search methods to escape from infeasible regions unless their starting points are close to one of the feasible regions.

Selecting a suitable penalty also proves to be difficult. If it is much larger than necessary, then the terrain will become too rugged to be searched by local- or global-search methods. If it is too small, then the solution found may either be a CLM or not even a feasible solution to (1).

Dynamic penalty methods address the difficulties of static penalty methods by increasing penalties gradually. They transform (1) into a sequence of unconstrained problems, and converge asymptotically with probability one if every unconstrained problem is solved optimally [3, 15]. The last requirement, however, is difficult to achieve in practice. If any of the unconstrained problems is not solved optimally, then the process is not guaranteed to find a CGM.

In addition to penalty formulations, many heuristics have been developed to handle constraints. These include constraint handling techniques in GA [16], such as annealing penalties, adaptive penalties, preserving feasibility with specialized genetic operators, searching along the boundary of feasible regions, death-penalty methods, behavioral memory with a linear order of constraints, repair of infeasible solutions, co-evolutionary methods, and strategic oscillation. These heuristics generally require domain-specific knowledge or problem-dependent genetic operators, have difficulties in finding feasible regions or in maintaining feasibility for nonlinear constraints, and get stuck in local minima easily.

2.2 Theory of Discrete Lagrange Multipliers

Lagrangian methods augment the original variable space \( X \) by a Lagrange-multiplier space \( \Lambda \), and resolve constraints gradually. Although they are similar to dynamic-penalty methods, they are governed by strong mathematical conditions on optimality. Here, we summarize the theory of discrete Lagrange multipliers that works in discrete space [20, 26, 28].

Consider first a discrete equality-constrained NLP, a special case of (1):

\[
\begin{align*}
\text{minimize}_x & \quad f(x) \quad \text{where } x = (x_1, \ldots, x_n) \text{ is a vector} \\
\text{subject to} & \quad h(x) = 0 \quad \text{of discrete variables.}
\end{align*}
\]

Definition 5. The generalized discrete augmented Lagrangian function of (2) is:

\[
L_d(x, \lambda) = f(x) + \lambda^T H (h(x)) + \frac{1}{2} \|h(x)\|^2,
\]

where \( H \) is a continuous transformation function, and \( \|h(x)\|^2 = \sum_{i=1}^{m} h_i^2(x) \).
**Definition 6.** Point \((x^*, \lambda^*)\) is a **saddle point** in discrete space if it satisfies:

\[
L_d(x^*, \lambda) \leq L_d(x^*, \lambda^*) \leq L_d(x, \lambda^*)
\]

(4)

for all \(x \in N(x^*)\) and all possible \(\lambda\). Note that the first inequality only holds when all constraints are satisfied and must be true for all \(\lambda\).

**Theorem 1.** *First-order necessary and sufficient condition for discrete CLM* [26, 28]. In discrete space, if function \(H\) in (3) is a non-negative (or non-positive) continuous function that satisfies \(H(x) = 0\) iff \(x = 0\), then the set of CLM is the same as the set of discrete saddle points.

Requiring \(H\) to be non-negative (or non-positive) in Theorem 1 is easy to achieve. Two examples of \(H\) are the absolute function \(H(h(x)) = |h(x)|\) and the square function \(H(h(x)) = h^2(x)\).

For inequality constraint \(g_j(x) \leq 0\) in (1), we first transform it into equivalent equality constraint \(\hat{g}_j(x) = \max(0, g_j(x)) = 0\). Since such a transformation is always possible, we only consider problems with equality constraints in the rest of this paper. Assuming \(H\) to be the absolute function, the **discrete augmented Lagrangian function** of (2) is:

\[
L(x, \lambda) = f(x) + \lambda^T|h(x)| + \frac{1}{2}||h(x)||^2.
\]

(5)

The condition in Theorem 1 is stronger than its continuous counterpart. In continuous space, points that satisfy the first-order necessary and second-order sufficient conditions [15] are a **subset** of all the CLM. These conditions require the existence of derivatives of the objective and constraint functions and are not applicable when any of these functions is discontinuous. As a result, a CGM that satisfies these conditions is not necessarily a CGM of the original problem. In contrast, a saddle point in discrete space has a one-to-one correspondence with a CLM. Hence, finding a CGM amounts to finding the saddle point with the minimum objective.

Theorem 1 can be understood intuitively as follows. When \(x^*\) is a CLM in discrete space, it is always possible to enumerate all its neighboring points (since they are finite) and choose \(\lambda^*\) to be large enough so that (4) is satisfied. In addition, a saddle point must be a CLM. These two facts lead to Theorem 1.

**Extensions to continuous and mixed-integer problems.** Theorem 1 can be extended to apply to continuous and mixed-integer NLPs if all continuous variables are discretized. Intuitively, a discretized problem is a fairly good approximation to the original problem if the discretization level is sufficiently fine. The following theorem shows the problem-independent worst-case bound between \(f^*_d\), the optimal solution in continuous space, and \(f^*_d\), the best solution in discretized space.

**Theorem 2.** *Effect of discretization on solution quality* [27]. Let \(c^*\), the optimal solution in continuous space, be located in a discretized space with distance \(\delta_{\text{grid,i}}\) between adjacent grid points in the \(i^{th}\) dimension. Assume the following conditions.
1. **procedure CSA**
2. set starting point $x = (x, \lambda)$;
3. set starting temperature $T = T_0$ and cooling rate $\alpha$;
4. set $N_T$ (number of trials per temperature);
5. **while** stopping condition is not satisfied **do**
6. for $k \leftarrow 1$ to $N_T$ **do**
7. generate a trial point $x'$ from $N(x)$ using $G(x, x')$;
8. accept $x'$ with probability $A_T(x, x')$
9. end **for**
10. reduce temperature to $T \leftarrow \alpha \times T$;
11. end **while**
12. end **procedure**

![Figure 1: CSA: the constrained simulated annealing algorithm (see text for the initial values of parameters).](image)

a) Lipschitz condition [17] holds for all objective and constraint functions; that is, for any two points $x, y \in X, |f(x) - f(y)| \leq \ell_f \cdot ||x - y||$ and $|h_i(x) - h_i(y)| \leq \ell_h \cdot ||x - y||$, $i = 1, \ldots, m$, where $\ell_f, \ell_h$ are the corresponding Lipschitz constants (positive real numbers). We also define $\ell_f^{\text{min}}, \ell_h^{\text{min}}, i = 1, \ldots, m$ to be the minimum positive real numbers that satisfy these conditions.

b) Constraint $h_i(x)$ is considered to be satisfied if $|h_i(x)| \leq \Phi$, where $\Phi$ is a prespecified maximum tolerance.

c) The interval size over all dimensions satisfy: $G = \sqrt{\sum_{i=1}^{m} \ell_h^{\text{min}} |h_i(x)|} \leq \frac{\Phi}{\max_{i=1}^{m} \ell_h^{\text{min}}}$. Then,

$$f^*_a - f^*_c \leq \ell_f^{\text{min}} \cdot G$$  \hspace{1cm} (6)

Theorem 2 states a bound on the difference between the solution of a discretized NLP and that of the original NLP, and the asymptotic convergence of the discretized solution to the original one when the grid size approaches zero. It also shows trade-offs between the degree of discretization and solution quality: the finer is the discretization, the closer will be the solution to the original one. Assuming that the conditions of the theorem are satisfied, continuous and mixed-integer NLPs can be solved in a similar way as discrete NLPs if their continuous variables are first discretized to the precision of computers. In the rest of this paper, we do not distinguish solution methods for discrete, continuous, and mixed-integer NLPs.

3 **Constrained Simulated Annealing**

Based on the result in Theorem 1, constrained simulated annealing (CSA) [25] in Figure 1 looks for saddle points with the minimum objective value, i.e., a CGM. It does probabilistic ascents in the Lagrange-multiplier space $\Lambda$ and probabilistic descents in the original variable space $X$, with probabilities of acceptance governed by the Metropolis probability as a function of temperature $T$. 
Line 2 initializes a starting point \( x = (x, \lambda) \), where \( \lambda = 0 \) and \( x \) can be user provided or randomly generated (e.g. using a fixed seed 123 in our experiments).

Line 3 chooses an initial control parameter, called \textit{temperature}, to be large enough such that almost any trial point \( x' \) is accepted. The choice is based on the amount of initial violations observed in a problem. Here, we generate randomly 100 points of \( x \) and their corresponding neighboring points \( x' \), where each component \( |x'_i - x_i| \leq 0.001 \), then set \( T_0 = \max_{x,i} \{ |L(x', 1) - L(x, 1)|, |h_i(x)| \} \). We also set \( \alpha \), the cooling rate of \( T \), to be 0.8 or 0.9 in our experiments.

Line 4 sets \( N_T \), the number of trials at each temperature. In our implementation, we select \( N_T = \zeta(10n + m) \) and \( \zeta = 10(n + m) \), where \( n \) is the number of variables, and \( m \) is the number of constraints. This setting is based on the heuristic rule in [6], and uses \( n + m \) instead of \( n \) because of the constraints.

Line 5 terminates CSA if \( x \) is not changed within some threshold for two successive temperatures, or the current \( T \) is small enough (e.g. \( T < 10^{-6} \)).

Line 7 generates a random point \( x' \) in \( N(x) \) from the current point \( x = (x, \lambda) \) in search space \( S = X \times \Lambda \) according to generation probability \( G(x, x') \), where

\[
N(x) = \{ (x', \lambda) \in S \mid x' \in N_1(x) \} \cup \{ (x, \lambda') \in S \mid \lambda' \in N_2(\lambda) \} \tag{7}
\]

and \( N_2(\lambda) \) is the neighborhood of \( \lambda \) that satisfies the following property:

\[
N_2(\lambda) = \{ \mu \in \Lambda \mid \mu < \lambda, \text{ and } \mu_i = \lambda_i \text{ if } h_i(x) = 0 \} \\
\cup \{ \mu \in \Lambda \mid \mu > \lambda, \text{ and } \mu_i = \lambda_i \text{ if } h_i(x) = 0 \} \tag{8}
\]

Neighborhood \( N_2(\lambda) \) prevents \( \lambda_i \) from being changed when the corresponding constraint is satisfied, i.e., \( h_i(x) = 0 \). As an example, \( N_2(\lambda) \) can be a function in which \( \mu \) differs from \( \lambda \) in one variable (e.g. \( \mu_i \neq \lambda_i \), and \( \mu_j = \lambda_j \) for \( j \neq i \)), and \{ \mu_i \} is a set of values, some of which are larger than \( \lambda_i \) and some are smaller.

\( G(x, x') \), the generation probability from \( x \) to \( x' \in N(x) \) satisfies:

\[
G(x, x') > 0 \quad \text{and} \quad \sum_{x' \in N(x)} G(x, x') = 1. \tag{9}
\]

The choice of \( G(x, x') \) is arbitrary as long as it satisfies (9). In our experiments, we generate \( x' \) with higher probability than that of generating \( x, \lambda' \).

After generating \( x' \), Line 8 accepts \( x' \) with acceptance probability \( A_T(x, x') \) that consists of two components, depending on whether \( x \) or \( \lambda \) is changed in \( x' \).

\[
A_T(x, x') = \begin{cases} 
   e^{-\frac{|L(x') - L(x)|}{T}} & \text{if } x' = (x', \lambda) \\
   e^{-\frac{|L(x) - L(x')|}{T}} & \text{if } x' = (x, \lambda) 
\end{cases}
\]

where \( a^+ = \begin{cases} 
   a & \text{if } a > 0 \\
   0 & \text{otherwise.} 
\end{cases} \tag{10}
\]

\( A_T(x, x') \) differs from that used in conventional SA [1, 13] that only has the first part of (10). The goal in conventional SA is to look for global minima in the \( x \) space. Hence, it only needs probabilistic descents in that space and does not need the \( \lambda \) subspace.

In contrast, our goal is to look for saddle points in the joint space of \( x \) and \( \lambda \) that exist at local minima in the \( x \) subspace and at local maxima in the \( \lambda \) subspace. To this end, the first part of (10) carries out \textit{probabilistic descents} of \( L(x, \lambda) \) with
respect to $x$ for fixed $\lambda$. That is, it accepts a new $x'$ (under fixed $\lambda$) with probability one when $\delta_x = L(x', \lambda) - L(x, \lambda)$ is negative; otherwise, it accepts it with probability $e^{-\delta_x/T}$. This is performing exactly descents while allowing occasional ascents in the $x$ subspace as done in conventional SA.

However, descents in the $x$ subspace alone only lead to local/global minima of the Lagrangian function without satisfying the constraints. Hence, the second part of (10) carries out probabilistic ascents of $L(x, \lambda)$ with respect to $\lambda$ for fixed $x$ in order to increase the penalties of violated constraints and to force them into satisfaction. Hence, we generate a new $\lambda'$ while $x$ is fixed and accept it with probability one when $\delta_\lambda = L(x, \lambda') - L(x, \lambda)$ is positive; otherwise, we accept it with probability $e^{+\delta_\lambda/T}$. This is performing ascents in the $\lambda$ subspace while allowing occasional descents. Note that, according to (8), a Lagrange multiplier does not change when its corresponding constraint is satisfied.

Finally, Line 10 reduces $T$ after looping $N_T$ times of generating $x'$ and accepting them with probability $A_T(x, x')$ at a given $T$. Theoretically, if $T$ is reduced slow enough, such as using a logarithmic cooling schedule, then CSA has been shown [25] to converge to a CGM of (1) with probability one as $T$ approaches 0. The convergence property of CSA is stated without proof in the following theorem:

**Theorem 3. Asymptotic convergence of CSA.** [25] Under a logarithmically decreasing temperature schedule, CSA converges asymptotically to a CGM with probability one.

In practice, we reduce $T$ using the following geometric cooling schedule,

$$ T \leftarrow \alpha \times T $$

where $\alpha$ is a constant smaller than 1 (typically between 0.5 and 0.99). At high $T$, any trial point is accepted with high probabilities, allowing the search to traverse a large space and overcome infeasible regions. As $T$ is gradually reduced, its acceptance probability decreases, and at very low temperatures the algorithm behaves like a local search and looks for saddle points.

In summary, there are four major differences between SA [1, 13] and CSA [25]:

a) **Targeted problems:** SA was designed for solving unconstrained NLPs, whereas CSA was designed for constrained NLPs. In addition to minimizing objective function $f(x)$, CSA has to satisfy a set of nonlinear constraints $h(x) = 0$ and $g(x) \leq 0$. Hence, CSA can be viewed as a special case of CSA in the absence of constraints.

b) **Search space:** SA searches in the variable space of $x$, whereas CSA searches in a joint space of $x$ and $\lambda$. SA looks for solution points with the minimum objective value, whereas CSA looks for saddle points in its search space.

c) **Search procedure:** SA does probabilistic descents in the $x$ space with acceptance probabilities governed by a temperature, while CSA does both probabilistic ascents in the $\lambda$ subspace and probabilistic descents in the $x$ subspace. Therefore, SA is explicit in minimizing an objective function $f(x)$, whereas CSA is implicit in minimizing a virtual energy according to the GSA framework [23] instead of $L(x, \lambda)$, since minimizing $L(x, \lambda)$ cannot satisfy all the constraints.

d) **Converged solutions:** SA has asymptotic convergence to an unconstrained global minimum [1], while CSA has asymptotic convergence to a CGM [25].
4 Experimental Results on Constrained NLPs

In this section, we first evaluate various strategies to improve the performance of CSA in solving a set of continuous constrained NLPs. Then we compare it with evolutionary algorithms (EAs) [16, 14], a sequential-quadratic-programming (SQP) [5, 4, 21] package DONLP2 [22], as well as interval methods [8]. We also apply CSA to solve derived discrete and mixed-integer constrained NLPs that cannot be solved efficiently by existing methods.

4.1 Nonlinear Constrained Benchmarks

We chose two sets of continuous nonlinear constrained benchmarks in our experiments: a) ten problems G1-G10 [16, 14] and b) a collection of optimization benchmarks [9]. Problems G1-G10 [16, 14] were originally developed for testing and tuning various constraint handling techniques in evolutionary algorithms (EAs). Examples of techniques developed include keeping the search within feasible regions with some specific genetic operators and dynamic and adaptive penalty methods. The second set of benchmarks [9] were collected by Floudas and Pardalos and were derived from practical applications. All these problems have objective functions of various types (linear, quadratic, cubic, polynomial, and nonlinear) and linear/nonlinear constraints of equalities and inequalities. The number of variables is up to about 50, and that of constraints, including simple bounds, is up to about 100. The ratio of feasible space with respect to the whole search space varies from 0% to almost 100%, and the topologies of feasible regions are quite different.

Due to a lack of large-scale discrete and mixed-integer benchmarks, we derive them from the two sets of continuous benchmarks [16, 14, 9] as follows. In generating a mixed-integer NLP, we assume that variables with odd indices are continuous and those with even indices are discrete. In discretizing continuous variable $x_i$ in the range $[l_i, u_i]$ where $l_i$ and $u_i$ are lower and upper bounds of $x_i$, respectively, we force $x_i$ to take values from the set:

$$A_i = \begin{cases} 
\{a_i + \frac{b_i - a_i}{s}, j = 0, 1, \cdots, s\} & \text{if } b_i - a_i < 1 \\
\{a_i + \frac{b_i - a_i}{s}, j = 0, 1, \cdots, (b_i - a_i)s\} & \text{if } b_i - a_i \geq 1
\end{cases} \quad \text{where } s = 10^7.
$$

Hence, the discretized search spaces produced for discrete and mixed-integer NLPs are very large, and it is impossible to enumerate all possible points. For example, for a problem with 10 discretized variables, the size of its search space is at least $(10^7)^{10} = 10^{70}$. Using such a finely discretized search space allows us to compare directly the quality of solutions between the continuous and the discretized versions, since a CLM in the continuous version should differ very little from the corresponding solution in the discretized version.

4.2 CSA Components and Strategies

In this subsection, we examine the strategies used in CSA that may affect its performance in solving discrete, continuous, and mixed-integer constrained NLPs. In our experiments, we assume that an equality constraint is satisfied if $\Phi = 10^{-5}$ (see Theorem 2).
Choice of neighborhoods. CSA consists of two major steps: generating trial points and accepting them based on an acceptance probability. In theory, any neighborhoods $N_1(x)$ and $N_2(\lambda)$ that satisfy (8) and Definition 1 will guarantee asymptotic convergence. In practice, however, it is important to choose appropriate neighborhoods for generating proper trial points in $x$ and $\lambda$ in order to improve the probability of finding a CGM when using finite cooling schedules.

In our implementation, we choose a simple neighborhood $N_1(x)$ as the set of points $x'$ that differ from $x$ in one variable. Likewise, $\lambda' \in N_2(\lambda)$ differs from $\lambda$ in one variable. In general, both $x'$ and $\lambda'$ can differ from $x$ and $\lambda$ in more than one variables, as long as the conditions in (8) and Definition 1 are satisfied.

We characterize $N_1(x)$ by a vector $\sigma$, where $\tau_i$ controls the size of the neighborhood along $x_i$. Similarly, we characterize $N_2(\lambda)$ by a vector $\phi$, where $\phi_i$ denotes the maximum possible perturbation along $\lambda_i$.

Generation of trial point $(x', \lambda')$. In generating $x' = (x', \lambda)$ from $x = (x, \lambda)$, we consider two cases. To generate a continuous trial point, we set

$$x' = x + \theta_i e_i,$$

(12)

where $e_i$ is a vector with its $i^{th}$ component being 1 and the others being 0, and $i$ is randomly generated from $\{1, 2, \ldots, n\}$.

There are three possible choices for $\theta_i$: a) uniform, where $\theta_i$ is generated uniformly in $[-\sigma_i, \sigma_i]$ [6]; b) Gaussian, where $\theta_i$ is generated from a Gaussian distribution with zero mean and variance $\sigma_i$ [29]; and c) Cauchy, where $\theta_i$ is generated from a Cauchy density $f_\theta(x) = \frac{1}{\pi \sigma_i^2 + x^2}$ [7, 29].

The major advantage [7, 29] of using a Cauchy distribution lies in its long flat tail. In addition to generating samples close to the current point, there is also a high probability of sampling remote points, making it easy to escape from local minima, especially when temperatures are low and the basins of attraction to local minima are large.

To generate a discrete trial point $x'$, we first generate a point by (12) and then round it to its closest discrete grid point. If it happens that $x' = x$, we set $x' = x + j/s$, where $1/s$ is the grid size and $j$ has equal probability to take value $+1$ or $-1$.

Generation of trial point $(x, \lambda')$. In generating $x' = (x, \lambda')$ from $x = (x, \lambda)$, we apply the following rule,

$$\lambda' = \lambda + \eta_j e_j,$$

(13)

where $j$ is uniformly distributed in $\{1, 2, \ldots, m\}$.

We test three possible choices for $\eta_j$: a) symmetric uniform (S-uniform), where $\eta_j$ is generated uniformly in $[-\phi_j, \phi_j]$; b) non-symmetric uniform (NS-uniform), where $\eta_j$ is generated uniformly in $[-\frac{2}{3}\phi_j, \frac{1}{3}\phi_j]$; c) nonuniform, where $\eta_j$ is generated uniformly from $[-\phi_j, 0]$ and $[0, \phi_j]$ with probabilities 1/3 and 2/3, respectively.

We set the ratio of generating $(x', \lambda)$ and $(x, \lambda')$ from $(x, \lambda)$ to be 10n to m; that is, every variable $x_i$ is tried 10 times more often than each Lagrange multiplier $\lambda_j$. Hence, $x$ is updated more frequently than $\lambda$. 
Acceptance probabilities. After generating $x' = (x', \lambda)$ or $x' = (x, \lambda')$, $x'$ is accepted according to the Metropolis acceptance probability (10).

Besides the Metropolis rule, we also evaluate three other possible acceptance rules studied in SA: Logistic acceptance rule [1, 19], Hastings’ rule [12, 10], and Tsallis’ rule [2, 11]. All these acceptance rules lead to asymptotic convergence [18], although they differ in solution quality when applied under a finite cooling schedule.

Let $\delta L_x = L(x', \lambda) - L(x, \lambda)$ and $\delta L_\lambda = L(x, \lambda') - L(x, \lambda)$. The three acceptance probabilities for CSA are defined as follows:

Logistic rule: $$A_T (x, x') = \begin{cases} 0 & \text{if } x' = (x', \lambda) \\ \frac{1}{1 + e^{-\delta L_x/T}} & \text{if } x' = (x, \lambda) \end{cases}$$ (14)

Hastings’ rule: $$A_T (x, x') = \begin{cases} \frac{1}{1 + e^{-\delta L_x/T}} & \text{if } x' = (x', \lambda) \\ \frac{1 + 2\left[1 - \frac{\min(\delta L_x/T - \delta L_\lambda/T)}{1 + e^{-\delta L_x/T}}\right]^\gamma}{1 + \delta L_x/T} & \text{if } x' = (x, \lambda) \end{cases}$$ (15)

Tsallis’ rule: $$A_T (x, x') = \begin{cases} \min \left\{ 1, [1 - (1 - q)\delta L_x/T]^{1/(1 - q)} \right\} & \text{if } x' = (x', \lambda) \\ \min \left\{ 1, [1 + (1 - q)\delta L_\lambda/T]^{1/(1 - q)} \right\} & \text{if } x' = (x, \lambda) \end{cases}$$ (16)

where $\gamma = 2$ in Hastings’ rule, and $q$ in Tsallis’ rule starts from 2 and decreases exponentially to 1 as $T$ is reduced.

Adaptive neighborhoods for $x$. During the course of CSA, we adaptively adjust $\mathcal{N}_1(x)$ by updating scale vector $\sigma$ for $x$ using a modified 1 : 1 rate rule [6] in order to balance the ratio between accepted and rejected configurations:

$$\sigma_i = \begin{cases} \sigma_i [1 + \beta_0(p_i - p_u)/(1 - p_u)] & \text{if } p_i > p_u \\ \sigma_i / [1 + \beta_1(p_u - p_i)/p_i] & \text{if } p_i < p_u \end{cases}$$ (17)

where $p_i$ is the ratio of accepting $x'$ in which $x'_i$ differs from $x_i$. If $p_i$ is low ($p_i < p_u$), then the trial points generated are rejected too often. In that case, we reduce $\sigma_i$ in order to increase the chance of generating acceptable trial points. In contrast, if $p_i$ is high ($p_i > p_u$), then the trial points generated are too close to $(x, \lambda)$. In that case, we increase $\sigma_i$ in order to generate more remote trial points.

Empirically, we chose the parameters as follows. When a trial point is generated by a uniform or a Gaussian distribution, we set $\beta_0 = 2$, $\beta_1 = 2$, $p_u = 0.6$, and $p_v = 0.4$. When a trial point is generated by a Cauchy distribution, we have two sets of parameters: a) Cauchy0 with $\beta_0 = 2$, $\beta_1 = 2$, $p_u = 0.3$, and $p_v = 0.2$; and b) Cauchy1 with $\beta_0 = 7$, $\beta_1 = 2$, $p_u = 0.3$, and $p_v = 0.2$. The only difference between them lies in $\beta_0$, the ratio of enlarging neighborhood size.

Adaptive neighborhoods for $\lambda$. We adjust $\phi$ according to the degree of constraint violations. Here we decompose $\phi$ as:

$$\phi = w \otimes h(x) = [w_1 h_1(x), \cdots, w_m h_m(x)],$$ (18)

where $\otimes$ represents vector product. When $h_i(x)$ is satisfied, there is no need to update the corresponding $\lambda_i$, and thus $\phi_i = 0$. On the other hand, when a constraint
is not satisfied, we adjust $\phi_i$ by modifying $w_i$ according to how fast $h_i(x)$ is changing:

$$
    w_i = \begin{cases} 
        \eta_0 \ w_i & \text{if } h_i(x) > \tau_0 T \\
        \eta_1 \ w_i & \text{if } h_i(x) < \tau_1 T,
    \end{cases}
$$

(19)

where $\eta_0 = 1.25$, $\eta_1 = 0.8$, $\tau_0 = 1.0$, and $\tau_1 = 0.01$ are all chosen experimentally.

When $h_i(x)$ is reduced too quickly (i.e., $h_i(x) < \tau_1 T$), $h_i(x)$ may be over-weighted, leading to possibly poor objective values or difficulty in satisfying under-weighted constraints. In this case, we reduce the neighborhood size of $\lambda_i$. In contrast, if $h_i(x)$ is reduced too slowly (i.e., $h_i(x) > \tau_0 T$), we enlarge the neighborhood size of $\lambda_i$ in order to improve its possibility of satisfaction. Note that $w_i$ is adjusted using $T$ as a reference because constraint violations are expected to decrease when $T$ drops.

**Cooling schedules.** In practice, we reduce $T$ by a geometric cooling schedule (11), where $\alpha$ is a constant smaller than 1. In our experiments, we have used four cooling rates: $\alpha = 0.1$, $\alpha = 0.5$, $\alpha = 0.8$, and $\alpha = 0.95$.

**Performance comparisons of various strategies.** The various strategies implemented in CSA can be represented by a triplet: (distribution for generating trial point $x'$, $\lambda$), distribution for generating trial point $(x', \lambda')$, acceptance probability for the trial point). The distribution for $(x', \lambda)$ can be uniform, Gaussian, Cauchy$_0$ or Cauchy$_1$; the distribution for $(x, \lambda')$ can be symmetric uniform (S-uniform), non-symmetric uniform (NS-uniform), and nonuniform; and the acceptance probability can be Metropolis (M), Logistic (L), Hastings (H) or Tsallis (T).

We use 12 difficult continuous benchmark problems: G1, G2 and G5 from [16, 14], and 2.1, 2.7.5, 5.2, 5.4, 6.2, 6.4, 7.2, 7.3 and 7.4 from [9], and their mixed-integer versions to test the various strategies.

Using a given strategy, we evaluate each problem by running CSA from randomly generated starting points until a feasible solution was found or until 100 runs of CSA had been made without finding a feasible solution. In the latter case, we declare that CSA fails to find a solution for the problem in this run.

We then repeated each run 100 times to obtain at most 100 pairs of CPU time and solution quality. Let $t_x(i)$ and $f_x(i)$ be, respectively, the CPU time and objective value of the $i^{th}$ run, assuming that a feasible solution has been found. Further, let $t_f(i)$ and $f_f(i)$ be, respectively, the CPU time and objective value of the baseline strategy (Cauchy$_1$, S-uniform, M) run using the same sequence of starting points. If the $i^{th}$ run leads to feasible solutions, we normalize time and quality as follows:

$$
    r_t(i) = \begin{cases} 
        t_x(i)/t_f(i) - 1 & \text{if } t_x(i) > t_f(i) \\
        1 - t_f(i)/t_x(i) & \text{if } t_x(i) < t_f(i),
    \end{cases}
$$

(20)

$$
    r_f(i) = (f_x(i) - f_f(i))/|f_{best}|,
$$

(21)

where $f_{best}$ is the best-known solution for the problem. We use (20) to measure the symmetric speedup [24] in order to give equal weights to speedups and slowdowns but use (21) to measure improvements and degradations in the objective value because objective values can be negative. Finally, we evaluate the average normalized
time $r_t$ and average normalized quality $r_f$ for the $R$ (out of 100) runs that led to feasible solutions.

$$r_f = \frac{1}{R} \sum_{i=1}^{R} r_f(i), \quad r_t = \frac{1}{R} \sum_{i=1}^{R} r_t(i).$$

(22)

A strategy is said to be better for a given problem if both $r_f$ and $r_t$ are smaller.

Figure 2 shows the results on evaluating the 12 mixed-integer benchmarks on a subset of the 48 combinations of strategies at cooling rates 0.1, 0.5, 0.8 and 0.95, respectively. Cauchy0 has similar performance as Cauchy1, but fails to find a solution for problem 7.4 at cooling rate 0.5. CSA using Gaussian or uniform distribution tends to spend less times and obtain slightly better solutions than Cauchy1 for some NLPs, but fails to solve some very difficult NLPs, such as 7.3 at cooling rates 0.5 and 7.4, because it generates more infeasible local points and gets stuck there. Among the four acceptance probabilities, Logistic, Hastings' and Tsallis' rules are worse, using either more running times or reaching worse solutions on the average. Unlike the Metropolis rule that always accepts better trial points, these three rules accept better trial points based on some probabilities. Among the three choices for generating trial points with $\lambda$ changed, they are able to solve all the problems with similar running times, but S-uniform is the best in terms of average normalized solution quality.

In short, CSA with (Cauchy1, S-uniform, M) performs the best among all the combinations of strategies tested. Accordingly, we test CSA using (Cauchy1, S-uniform, M) at cooling rate 0.8 in the following experiments. Note that the performance results may differ if different cooling rates are used.

Figures 3 thru 5 show the performance of CSA using (Cauchy1, S-uniform, M) at cooling rate 0.8 to solve the 12 difficult benchmark problems. In each case, we tried 100 random starting points and reported successes as the number of runs that found feasible solutions. It is clear that CSA performs consistently well in solving continuous, discrete, and mixed-integer constrained NLPs. The only exception is in solving discrete Problem 7.4 (Figure 4l) in which CSA has much lower success ratio than that of solving the original continuous version (Figure 3l). The main reason is that the size of feasible regions or the number of feasible points is greatly reduced after discretization, leading to lower success ratios in solving these problems.

### 4.3 Comparison Results

In this subsection, we report experimental results of CSA based on (Cauchy1, S-uniform, M) and $\alpha = 0.8$ on ten constrained NLPs G1-G10 [16, 14] and all of Floudas and Pardalos' benchmarks [9]. As a comparison, we also solved the continuous NLPs using DONLP2 [22], a popular SQP package. SQP is an efficient local-search method widely used for solving continuous constrained NLPs. Its quality depends heavily on its starting points since it is a local search.

Table 1 compares the performance of CSA on continuous problems G1-G10. The first two columns show the problem IDs and the CGM (or constrained global maxima), if known. The next two columns show the best solutions obtained by EAs with specific constraint-handling techniques. The fifth thru eighth columns show
Figure 2: Comparisons of average relative CPU times and average relative solution qualities for different strategies normalized with respect to the baseline of (Cauchy₁, S-uniform, M) at various cooling rates for solving 12 difficult mixed-integer NLPs. All runs were made on a Pentium-III 500-MHz computer running Solaris 7.
Figure 3: Performance of CSA based on (Cauchy, S-uniform, M) and cooling rate \(\alpha = 0.8\) on 12 difficult continuous constrained NLPs. (The optimal solution in each problem is represented as a dotted line in the graph. All runs were made on a Pentium-III 500-MHz computer running Solaris 7. The optimal solutions in Problems 7.2-7.4 have been normalized to one.)
Figure 4: Performance of CSA based on (Cauchy, S-uniform, M) and cooling rate \( \alpha = 0.8 \) on 12 difficult derived discrete constrained NLPs. (The optimal solution in each problem is represented as a dotted line in the graph. All runs were made on a Pentium-III 500-MHz computer running Solaris 7. The optimal solutions in Problems 7.2-7.4 have been normalized to one.)
Figure 5: Performance of CSA based on (Cauchy, S-uniform, M) and cooling rate $\alpha = 0.8$ on 12 difficult derived mixed-integer constrained NLPs. (The optimal solution in each problem is represented as a dotted line in the graph. All runs were made on a Pentium-III 500-MHz computer running Solaris 7. The optimal solutions in Problems 7.2-7.4 have been normalized to one.)
Table 1: Comparison results of DONLP2 (SQP), EA, and CSA in solving 10 continuous problems G1-G10. (S.T. stands for strategic oscillation, H.M. for homomorphous mappings, and D.P. for dynamic penalty. CSA is based on (Cauchy1, S-uniform, M) and α = 0.8. All times are in seconds on a Pentium-III 500-MHz computer running Solaris 7. Numbers in bold represent the best solutions. Both SQP and CSA use the same sequence of starting points.)

<table>
<thead>
<tr>
<th>Problem ID</th>
<th>Global Solution</th>
<th>EA</th>
<th>DONLP2 (100 runs)</th>
<th>CSA (100 runs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best solution</td>
<td>average solution</td>
<td>best solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>specific method</td>
<td>fract. of CPU time per run</td>
<td>best solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fract. of CPU time per run</td>
<td></td>
</tr>
<tr>
<td>G1 (min)</td>
<td>-15</td>
<td>-15</td>
<td>Genocop</td>
<td>-15</td>
</tr>
<tr>
<td>G2 (max)</td>
<td>unknown</td>
<td>0.8055</td>
<td>S.T.</td>
<td>0.59701</td>
</tr>
<tr>
<td>G3 (max)</td>
<td>1.0</td>
<td>-0.99866</td>
<td>S.T.</td>
<td>1.0</td>
</tr>
<tr>
<td>G4 (min)</td>
<td>-30665.5</td>
<td>-30665.5</td>
<td>Genocop</td>
<td>-30665.5</td>
</tr>
<tr>
<td>G5 (min)</td>
<td>unknown</td>
<td>5126.498</td>
<td>D.P.</td>
<td>4221.9</td>
</tr>
<tr>
<td>G6 (min)</td>
<td>-6961.81</td>
<td>-6961.81</td>
<td>Genocop</td>
<td>-6961.81</td>
</tr>
<tr>
<td>G7 (min)</td>
<td>24.3062</td>
<td>24.62</td>
<td>H.M.</td>
<td>24.3062</td>
</tr>
<tr>
<td>G8 (max)</td>
<td>unknown</td>
<td>0.095825</td>
<td>H.M.</td>
<td>0.095825</td>
</tr>
<tr>
<td>G9 (min)</td>
<td>680.63</td>
<td>680.63</td>
<td>Genocop</td>
<td>680.63</td>
</tr>
<tr>
<td>G10 (min)</td>
<td>7049.33</td>
<td>7147.9</td>
<td>H.M.</td>
<td>7049.33</td>
</tr>
</tbody>
</table>

Table 2: Performance of CSA in solving derived discrete and mixed-integer constrained NLPs G1-G10. (CSA is based on (Cauchy1, S-uniform, M) and α = 0.8. All times are in seconds on a Pentium-III 500-MHz computer running Solaris 7. Numbers in bold represent the best solutions.)

<table>
<thead>
<tr>
<th>Problem ID</th>
<th>Global Solution</th>
<th>CSA for Discrete NLPs (100 runs)</th>
<th>CSA for Mixed-Integer NLPs (100 runs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best solution</td>
<td>average solution</td>
</tr>
<tr>
<td>G1 (min)</td>
<td>-15</td>
<td>-15</td>
<td>100%</td>
</tr>
<tr>
<td>G2 (max)</td>
<td>unknown</td>
<td>0.80362</td>
<td>0.80334</td>
</tr>
<tr>
<td>G3 (max)</td>
<td>1.0</td>
<td>1.0</td>
<td>100%</td>
</tr>
<tr>
<td>G4 (min)</td>
<td>-30665.5</td>
<td>-30665.5</td>
<td>100%</td>
</tr>
<tr>
<td>G5 (min)</td>
<td>unknown</td>
<td>4221.9</td>
<td>4221.9</td>
</tr>
<tr>
<td>G6 (min)</td>
<td>-6961.81</td>
<td>-6961.81</td>
<td>100%</td>
</tr>
<tr>
<td>G7 (min)</td>
<td>24.3062</td>
<td>24.3062</td>
<td>100%</td>
</tr>
<tr>
<td>G8 (max)</td>
<td>unknown</td>
<td>0.095825</td>
<td>0.095825</td>
</tr>
<tr>
<td>G9 (min)</td>
<td>680.63</td>
<td>680.63</td>
<td>100%</td>
</tr>
<tr>
<td>G10 (min)</td>
<td>7049.33</td>
<td>7049.33</td>
<td>100%</td>
</tr>
<tr>
<td>Problem ID No.</td>
<td>Global Solution</td>
<td>Epperly</td>
<td>SQP: DONLP2 (100 runs)</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------</td>
<td>---------</td>
<td>-------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>best solution</td>
<td>best solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>best sol.</td>
<td>average sol.</td>
</tr>
<tr>
<td>2.1 (min)</td>
<td>-17</td>
<td>-17</td>
<td>-10.65</td>
</tr>
<tr>
<td>2.2 (min)</td>
<td>-213</td>
<td>-213</td>
<td>-213</td>
</tr>
<tr>
<td>2.3 (min)</td>
<td>-15</td>
<td>-15</td>
<td>-12.83</td>
</tr>
<tr>
<td>2.4 (min)</td>
<td>-11</td>
<td>-11</td>
<td>-10.03</td>
</tr>
<tr>
<td>2.5 (min)</td>
<td>-268</td>
<td>-268</td>
<td>-268</td>
</tr>
<tr>
<td>2.6 (min)</td>
<td>-39</td>
<td>-39</td>
<td>-18.86</td>
</tr>
<tr>
<td>2.7.1 (min)</td>
<td>-394.75</td>
<td>-394.75</td>
<td>-240.87</td>
</tr>
<tr>
<td>2.7.2 (min)</td>
<td>-884.75</td>
<td>-884.75</td>
<td>-738.79</td>
</tr>
<tr>
<td>2.7.3 (min)</td>
<td>-8695.0</td>
<td>-8695.0</td>
<td>-5705.9</td>
</tr>
<tr>
<td>2.7.4 (min)</td>
<td>-754.75</td>
<td>-754.75</td>
<td>-626.54</td>
</tr>
<tr>
<td>2.7.5 (min)</td>
<td>-4150.4</td>
<td>-4150.4</td>
<td>-3520.4</td>
</tr>
<tr>
<td>2.8 (min)</td>
<td>15990.0</td>
<td>15990.0</td>
<td>18701.7</td>
</tr>
<tr>
<td>3.1 (min)</td>
<td>7049.33</td>
<td>7049.33</td>
<td>7049.33</td>
</tr>
<tr>
<td>3.2 (min)</td>
<td>-30665.5</td>
<td>-30665.5</td>
<td>-30665.5</td>
</tr>
<tr>
<td>3.3 (min)</td>
<td>-310.0</td>
<td>-310.0</td>
<td>-222.0</td>
</tr>
<tr>
<td>3.4 (min)</td>
<td>-4.0</td>
<td>-4.0</td>
<td>-3.94</td>
</tr>
<tr>
<td>3.5 (min)</td>
<td>-4.51</td>
<td>-4.51</td>
<td>-4.47</td>
</tr>
<tr>
<td>4.1 (min)</td>
<td>-2.217</td>
<td>-2.217</td>
<td>-2.20</td>
</tr>
<tr>
<td>4.5 (min)</td>
<td>-11.96</td>
<td>-13.40</td>
<td>-13.10</td>
</tr>
<tr>
<td>4.6 (min)</td>
<td>-5.51</td>
<td>-5.51</td>
<td>-4.25</td>
</tr>
<tr>
<td>4.7 (min)</td>
<td>-16.74</td>
<td>-16.74</td>
<td>-16.74</td>
</tr>
<tr>
<td>5.2 (min)</td>
<td>1.567</td>
<td>1.567</td>
<td>1.63</td>
</tr>
<tr>
<td>5.4 (min)</td>
<td>1.86</td>
<td>1.86</td>
<td>1.89</td>
</tr>
<tr>
<td>6.2 (max)</td>
<td>400.0</td>
<td>400.0</td>
<td>395.5</td>
</tr>
<tr>
<td>6.3 (max)</td>
<td>600.0</td>
<td>600.0</td>
<td>560.4</td>
</tr>
<tr>
<td>6.4 (max)</td>
<td>750.0</td>
<td>750.0</td>
<td>664.3</td>
</tr>
<tr>
<td>7.2 (min)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.02</td>
</tr>
<tr>
<td>7.3 (min)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.13</td>
</tr>
<tr>
<td>7.4 (min)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.01</td>
</tr>
</tbody>
</table>
the best and average solutions of DONLP2, the fraction of runs reaching the best solutions, and the average CPU time per run. The last four columns give the results on CSA.

Similarly, Table 3 reports the results on Floudas and Pardalos' continuous benchmarks [9]. The second column shows the global or the best-known solutions in [9] (normalized to one for problems 7.2, 7.3, and 7.4). The third column shows the best solutions obtained by one implementation of interval methods, called Epperly's method [8], whereas the other columns have the same meaning as that in Table 1.

Our experimental results on continuous NLPs lead to the following observations.

First, EAs with various constraint handling techniques do not work well, even for simple problems like G7 where a local-search method like DONLP2 can find the optimal solution easily. The main reason is that these constraint handling techniques do not look for discrete saddle points. Hence, they do not guarantee constraint satisfaction and have difficulty in finding a CGM. Another reason may be attributed to the difficulty of sampling methods in finding exact solutions to continuous NLPs. EAs were only able to find the best solutions in three of the ten NLPs in G1-G10 despite extensive tuning.

Second, CSA is the best in terms of both solution quality and ratio of reaching the best solutions. This is demonstrated in the solution of G2 that has a huge number of local optima. Although DONLP2 is generally very fast and works well if enough starting points were used, it has difficulty in solving G2. In 100 runs of DONLP2 to solve G2, only one was able to find the best solution of 0.59701, which is much worse than those obtained by EAs (0.803553) and CSA (0.803619). Even with 10,000 runs, DONLP2 was only able to find the best solution of 0.736554.

Another limitation of DONLP2 is that it requires the differentiability of the Lagrangian function; hence, it will not be able to solve NLPs whose derivatives are hard to calculate or are unavailable (such as discrete and mixed-integer NLPs). However, we must point out that CSA is generally not competitive with SQP in terms of execution time in solving continuous constrained NLPs with differentiable objective and constraint functions. Closed-form derivatives in these problems are very effective in SQP to find CLM.

Third, interval methods, such as Epperly's implementation [8], have difficulties in solving problems with nonlinear constraints whose lower bounds are difficult to determine. Examples include Problems 5.2, 5.4, 7.2, 7.3 and 7.4 in which feasible points were not found.

Last, our current CSA implementation is weak in solving problems with a large number of equality constraints, such as Problems 5.2, 5.4, 7.2, 7.3 and 7.4. Since CSA is sampling based, it has difficulty or takes a long time to exactly hit points that satisfy a lot of equality constraints. We plan to address this issue by techniques to generate better samples using Bayesian analysis, incorporate derivative information into sampling, and combine techniques in SQP into CSA.

Tables 2 and 4 show the results of applying CSA to solve our derived discrete and mixed-integer problems. The results show that CSA is robust as well as effective in solving continuous, discrete, and mixed-integer constrained NLPs.
Table 4: Performance results of CSA in solving derived discrete and mixed-integer NLPs based on Floudas and Pardalos' continuous constrained benchmarks [9]. (CSA is based on (Cauchy, S-uniform, M) and \( \alpha = 0.8 \). All times are in seconds on a Pentium-III 500-MHz computer running Solaris 7. Numbers in bold represent the best solutions.)

<table>
<thead>
<tr>
<th>Problem ID</th>
<th>Global Solution</th>
<th>CSA for Discrete Problems (100 runs)</th>
<th>CSA for Mixed-Integer Problems (100 runs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best solution</td>
<td>average solution</td>
</tr>
<tr>
<td>2.1 (min)</td>
<td>-17</td>
<td>-17</td>
<td>-16.6</td>
</tr>
<tr>
<td>2.2 (min)</td>
<td>-213</td>
<td>-213</td>
<td>100%</td>
</tr>
<tr>
<td>2.3 (min)</td>
<td>-15</td>
<td>-15</td>
<td>100%</td>
</tr>
<tr>
<td>2.4 (min)</td>
<td>-11</td>
<td>-11</td>
<td>100%</td>
</tr>
<tr>
<td>2.5 (min)</td>
<td>-268</td>
<td>-268</td>
<td>100%</td>
</tr>
<tr>
<td>2.6 (min)</td>
<td>-39</td>
<td>-39</td>
<td>90%</td>
</tr>
<tr>
<td>2.7 (min)</td>
<td>-394.75</td>
<td>-394.75</td>
<td>98%</td>
</tr>
<tr>
<td>2.7.2 (min)</td>
<td>-884.75</td>
<td>-884.75</td>
<td>92%</td>
</tr>
<tr>
<td>2.7.3 (min)</td>
<td>-8695.0</td>
<td>-8695.0</td>
<td>100%</td>
</tr>
<tr>
<td>2.7.4 (min)</td>
<td>-754.75</td>
<td>-754.75</td>
<td>100%</td>
</tr>
<tr>
<td>2.7.5 (min)</td>
<td>-4150.4</td>
<td>-4150.4</td>
<td>75%</td>
</tr>
</tbody>
</table>
5 Conclusions

In this paper we have presented CSA, a general and robust algorithm for constrained global optimization. Based on the theory of discrete Lagrange multipliers, CSA is a powerful new method for solving discrete, continuous, and mixed-integer constrained nonlinear programming problems. The theory and algorithms proposed differ from conventional theory of Lagrange multipliers in four aspects.

a) The traditional theory in continuous space relies on regular points and the differentiability of (objective and constraint) functions and does not work when these conditions are not satisfied. In contrast, the theory of discrete Lagrange multipliers is based on saddle points defined using discrete neighborhoods and works for discontinuous as well as non-differentiable functions.

b) The first-order conditions in continuous space are necessary (augmented by second-order sufficient conditions), whereas the first-order condition in discrete space is necessary and sufficient and is much stronger.

c) Global minimization of constrained NLPs based on the first-order necessary and second-order sufficient conditions in continuous space may not lead to true global minima because a global minimum may not be a regular point or may not satisfy the first- and second-order conditions. Hence, traditional Lagrange-multiplier conditions are only useful for local optimization. In contrast, there is one-to-one correspondence between saddle points in discrete space and CLM, as shown in our first-order necessary and sufficient condition. Hence, global minimization can be achieved by searching in the space of saddle points. Our proposed CSA has asymptotic convergence to a discrete saddle point with the best objective value with probability one. The new CSA algorithm represents a major break-through over traditional simulated annealing that can achieve only asymptotic convergence with probability one in solving unconstrained optimization problems.

d) The theory in discrete space can be extended, under certain conditions, to continuous and mixed-integer spaces by discretizing continuous variables, whereas there is no such extension in the continuous Lagrange-multiplier theory.

We have studied in this paper various strategies in CSA. Based on discrete, continuous and mixed-integer benchmarks, we conclude that, when CSA is run under a finite cooling schedule, it should generate sample points based on a Cauchy distribution and use the Metropolis probability to accept newly generated points. In the future, we plan to study better cooling schedules and strategies to handle equality constraints.
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