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Abstract

In this paper, we present a new approach for designing filter banks for image compression. This approach has two major components: optimization and generalization. In the optimization phase, we formulate the design problem as a nonlinear optimization problem whose objective consists of both the performance metrics of the image coder, such as the peak signal-to-noise ratio (PSNR), and those of individual filters. Filter banks are optimized in the optimization phase based on a set of training images. In the generalization phase, the filter bank that can be generalized to other images is selected from the candidates obtained in the optimization phase to be the final result. The filter bank selected should perform well not only on the training examples used in the design process but also on test cases not seen. In contrast to existing methods that design filter banks independently from the other operations in an image compression algorithm, our approach allows us to find filter banks that work best in a specific image compression algorithm for a certain class of images. In system prototype development, we adopt the agent-based approach to achieve better modularity, portability, and scalability. Agents in the multi-agent system are specialized in performing problem formulation, image compression, optimization, and generalization. In the experiments, we show that on a set of benchmark images our approach has found filter banks that perform better than the existing filter banks in different image compression algorithms and at different compression ratios. © 2001 Published by Elsevier Science Inc.
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1. Introduction

The design of digital filter banks is important because filter banks have been used in many applications, including modems, data transmission, speech and audio coding, and image and video coding [16,46,55]. In this paper, we present a new approach for designing filter banks that is based on optimization and generalization. We apply the approach to the design of two-band biorthogonal filter banks for subband image coding and show promising results. Our design method is general enough to be applicable to the design of other types of filter banks, such as multi-rate and multi-band filter banks.

Recently, transform coding has become the de facto standard for image and video compression. It is based on the principle that a transformed image has better energy compaction and decorrelation properties that make the image easier to compress. Generally speaking, the transformations can be either linear or nonlinear. Linear transformations such as the discrete cosine transform (DCT) and the discrete wavelet transform (DWT) are used more often in image compression because of their invertible property. These transformations are implemented efficiently in subband image coders in the form of digital filter banks.

Subband image coding generally consists of three phases: subband transform, bit allocation and quantization, and lossless coding such as entropy coding [2,48]. In subband transform, a filter bank is applied to split the input signal into the low-frequency reference signal and the high-frequency detail signal. The transformation can be applied to the reference and detail signals recursively. Usually, the number of this splitting ranges from 3 to 5, depending on the target compression ratio, the size of the original image, and the length of filters. After the recursive subband transform, a set of transform coefficients are generated that represent subimages of various sizes. All information in the original image is preserved in subband coefficients and no compression has been done so far. A perfect-reconstruction filter bank does not introduce any errors by itself.

In the quantization and bit allocation phase, compression is achieved by compacting and throwing away some of the less important information. Subband transform splits the original image into subimages corresponding to information of different importance to the human visual system. Important information needs to be preserved while less important information may be discarded in situations such as low bandwidth communications. Based on the
information contained in subimages, quantization and bit allocation methods assign various number of bits to the quantized subband coefficients in subimages so that essential information is preserved in a limited number of bits.

Finally, subband coefficients are coded efficiently to achieve a high compression ratio. Traditional coding methods include entropy coding and arithmetic coding. In recent years, a number of wavelet coding methods have been proposed to improve the compression ratio significantly by exploiting the relationship of the coefficients across subbands [11,32]. Examples include embedded zerotree method [39], set partitioning in hierarchical tree (SPHTT) method [36], and significance-linked connected component analysis (SLCCA) method [7].

Biorthogonal filter banks have the best performance among various types of filter banks in image compression. Perfect-reconstruction biorthogonal filter banks are widely used because of the nice property that they do not introduce any errors by themselves, which is necessary for lossless image coding. However, in lossy image coding situations such as in very low bit rate compression, some information has to be discarded in the compression process, either in the transformation represented by filter banks or somewhere else. In this case, perfect reconstruction (PR) is unnecessary and small reconstruction errors introduced by filter banks is tolerable.

Many methods have been developed to design filter banks for subband image coding. These methods can be classified into two categories. One approach designs a filter bank independently, without considering a specific image compression algorithm and a particular set of images. By carefully choosing design criteria, this approach can find good solutions such as the Antonini’s spline (9,7) wavelet filter [2,4,48]. The drawback of this approach is that solutions obtained may not perform the best for a specific class of images. The other approach optimizes compression performance by designing filter banks in the context of a specific image coding algorithm based on training images [5]. Hence, the filter banks designed are image coder dependent and image dependent, and they usually work better for the specific set of training images. The drawback of this approach is that the results may not be generalizable to images not in the training set.

In this paper, we focus on the design of optimal biorthogonal filter banks for image compression. We present a new design approach that consists of two major components: optimization and generalization. In the optimization phase, we formulate the design problem as a nonlinear optimization problem whose objective consists of both the performance metrics of the image coder, such as the peak signal-to-noise ratio (PSNR), and those of individual filter such as the stopband and passband energies of a low-pass filter. Filter coefficients are searched to optimize the performance metrics on a fixed set of training images by using nonlinear optimization methods such as simulated annealing. One or a few optimal/near-optimal coefficient sets are obtained
based on individual training image. In the generalization phase, one coefficient set is selected from the results generated in the optimization phase as the final result. The set selected is generalizable, meaning that it performs well not only on the training cases used in the optimization but also on test cases not seen. Our approach allows us to find optimal filter coefficients for a specific image compression algorithm on the target class of images.

In system prototype development, agent-based approach is adopted for achieving better modularity, portability, and scalability. The agents are specialized to carry out different roles in the multi-agent system. They are generalization agents, problem formulation agents, optimization agents, and image compression agents. The generalization agent performs problem decomposition in the beginning and integration and generalization of the final result in the end. The problem formulation agent builds the optimization model and supplies the objective and constraints to the optimization agent. The optimization agent searches for optimal filter coefficients by applying appropriate optimization methods. Finally, the image compression agent evaluates the image compression performance by running the image compression program on sample images. In the experimental results, we show that our approach found filter banks that perform better on a set of benchmark images than the existing filter banks in different image compression algorithms and at different compression ratios.

This paper is organized as follows. In Section 2, we introduce biorthogonal filter banks and various performance metrics. In Section 3, we present our new design approach and discuss related issues on optimization and generalization. In Section 4, we present a multi-agent framework for implementing the new design approach. In Section 5, we report our experimental results on benchmark images. Finally, in Section 6, we conclude the paper.

2. Biorthogonal filter banks for image compression

Fig. 1 shows a two-band filter bank that first decomposes an input signal \(x(n)\) in time domain into two frequency subbands, and then combines them into a single output signal \(\hat{x}(n)\). The filter bank consists of an analysis stage and a synthesis stage. In the analysis stage, the input signal is divided into two equal subbands using the analysis filters \(H_0(z)\) and \(H_1(z)\). According to the Nyquist Theorem, each subband signal is then down-sampled by 2 to form the outputs of the analysis stage. These signals can then be analyzed or processed in various ways depending on the application. For example, in a subband coder for audio or image compression, these signal are quantized, encoded and transmitted to the receiver. When there is no error occurred in the middle, the input signal to the synthesis stage is the same as the output of analysis stage. In the synthesis stage, each subband signal is up-sampled by 2 to form \(f_0(n)\) and \(f_1(n)\).
Fig. 1. A two-band filter bank that decomposes an input signal $x(n)$ into two subsignals in the analysis stage and later combines the signals into reconstructed signal $\tilde{x}(n)$ in the synthesis stage.

processed by the synthesis filters $G_0(z)$ and $G_1(z)$, and summed at the output to form the reconstructed signal $\tilde{x}(n)$ [1,30,45].

The Z-transform of the reconstructed signal, which is a function of $x(n)$ and the filters, is as follows:

$$\tilde{X}(z) = \frac{1}{2} ([G_0(z)H_0(z) + G_1(z)H_1(z)]X(z) + [G_0(z)H_0(-z) + G_1(z)H_1(-z)]X(-z))$$

$$= T(z)X(z) + S(z)X(-z).$$

(1)

There are three types of undesirable distortions in a filter bank. Aliasing distortions include aliasing caused by subsampling and images caused by up-sampling. The aliasing term $S(z)X(-z)$ in (1) represents the aliasing distortion. Amplitude distortions represent deviations of the magnitude of $T(z)$ in (1) from unity. Phase distortions represent deviations of the phase of $T(z)$ from the desired phase property, such as linear phase.

Extensive research has been conducted to remove undesirable distortions of filter banks. Aliasing distortions can be removed by selecting synthesis filters based on analysis filters. Infinite-impulse-response (IIR) all-pass filters can be used to eliminate magnitude distortions, whereas a linear-phase finite-impulse-response (FIR) filter removes phase distortions. PR of the original signal by a filter bank requires $S(z) = 0$ for all $z$, and $T(z) = cz^{-d}$, where $c$ and $d$ are constants, constant for scaling the magnitude of the output signal. Therefore, to perfectly reconstruct a signal, the transfer function is a pure delay with no aliasing, no amplitude change, and linear phase.

Criteria for the design of filter banks are application dependent. For instance, in subband image coding, it is desirable to make analysis filter $H_0(z)$ a low-pass filter and $H_1(z)$ a high-pass filter so that the frequency band can be divided into low and high frequencies. The stopband energy and passband energy of a filter can be used to measure the proximity to the ideal step filter.
Table 1
Possible design objectives of filter banks for image compression come from three sources: performance metrics of image compression, of the overall filter bank, and of a single filter.

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Image compression</th>
<th>Overall filter bank</th>
<th>Single low-pass filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal-to-noise ratio</td>
<td>Amplitude distortion</td>
<td>Stopband ripple</td>
<td></td>
</tr>
<tr>
<td>Compression ratio</td>
<td>Aliasing distortion</td>
<td>Passband ripple</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phase distortion</td>
<td>Transition bandwidth</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stopband energy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Passband flatness</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 summarizes various performance metrics that can be used as filter-bank design objectives. The performance metrics for image compression include signal-to-noise ratio and compression ratio; the metrics for the overall filter bank include amplitude distortion, aliasing distortion, and phase distortion; and the metrics for a single low-pass filter include stopband ripple, passband ripple, transition bandwidth, stopband energy, and passband flatness [51,52].

2.1. Design criteria of a filter bank

PR and linear phase are two desirable properties of the filter banks used for image compression. PR avoids introducing errors by the filter bank, whereas linear phase prevents visible phase distortion around edges of an image.

In image coding, quadrature-mirror-filter (QMF) filter banks and biorthogonal filter banks are among the most widely used filter banks. In QMF filter banks, the low-pass analysis filter is the prototype filter from which the other three filters can be derived [9,10,18,22,25]. In principle, the two analysis filters are chosen to form a mirror pair in the frequency domain and the synthesis filters are decided accordingly to remove aliasing. The advantage of QMF filter banks is that only one filter needs to be designed. However, theoretically QMF filter banks with filter longer than two are not able to obtain Pr. In addition, QMF filter banks have to use much longer filters than those in biorthogonal filter banks in order to get comparable performance in image coding.

In biorthogonal filter banks, the two analysis filters form the basis of the design, and the two synthesis filter can be derived from them. PR and linear phase of filters is achieved when the analysis and synthesis filters are designed as follows [18,30,48].

First, choose the synthesis filters $G_{0}(z)$ and $G_{1}(z)$ based on the analysis filters to remove aliasing. For example, when the two synthesis filters are chosen as

$$G_{0}(z) = H_{1}(-z) \quad \text{and} \quad G_{1}(z) = -H_{0}(-z),$$  \hspace{1cm} (2)
the aliasing term in Eq. (1) is 0 and the transfer function becomes

$$T(z) = (H_0(z)H_1(-z) - H_1(z)H_0(-z))/2.$$  (3)

Second, let the two analysis filters $H_0(z)$ and $H_1(z)$ satisfy the following conditions:

- The total length of them is a multiple of 4.
- They are FIR filters and are of even length or odd length at the same time. When they are of even length, filter $H_0(z)$ is symmetric and filter $H_1(z)$ antisymmetric. When they are of odd length, both of them are symmetric.
- To make the transfer function a pure delay, i.e. $T(z) = z^{-d}$ for a constant $d$, the coefficients of $H_0(z)$ and $H_1(z)$ need to satisfy a set of equations called the PR condition. When both filters $H_0(z)$ and $H_1(z)$ are symmetric and of odd length, the PR condition is [18]

$$\frac{1}{2} \theta\left(i - \frac{N_0 + N_1}{4}\right) = \sum_{k=1}^{2i} (-1)^{k-1} h_0(2i + 1 - k)h_1(k)$$

for $i = 1, 2, \ldots, \frac{N_0 + N_1}{4}$,  (4)

where $h_0(n), n = 1, \ldots, N_0$, are coefficients of $H_0(z)$ with length $N_0$; $h_1(n), n = 1, \ldots, N_1$, are coefficients of $H_1(z)$ with length $N_1$; and $\theta(x) = 1$ if $x = 0$, and 0 otherwise.

### 2.2. Design criteria of a single filter

Although there exists many biorthogonal filter banks with PR, only a few biorthogonal filter banks perform well in image compression [2,35,48]. Criteria besides perfection reconstruction have been studied in order to identify good filter banks for image compression.

Based on the subband coding theory and the wavelet theory, metrics of individual filters in biorthogonal filter banks have been used in forming new criteria. A widely used criterion in subband coding theory is to make the two analysis filters approximate the ideal low-pass and high-pass filters, respectively. A pair of ideal filters can perfectly divide the frequency band into low and high frequencies. The amplitude response of an ideal low-pass filter is 1 in the frequency range from 0 to $\pi/2$, and 0 in the range from $\pi/2$ to $\pi$. On the other hand, the amplitude response of an ideal high-pass filter is 0 in the frequency range from 0 to $\pi/2$, and is 1 in the range from $\pi/2$ to $\pi$. Since it is impossible to achieve these ideal situation using finite-length FIR filters, we can only approximate the ideal case.

The performance metrics for measuring the proximity to an ideal low-pass or high-pass filter include stopband ripple, passband ripple, transition bandwidth, stopband energy, and passband energy. Among these metrics, stopband
energy and passband energy are often used because they have closed-form formulations whereas the other three do not. The stopband energy and passband energy of a low-pass filter can be derived analytically as follows [51].

Assuming an odd-length symmetric low-pass filter $H_0(z)$ with coefficients $h_0(n), n = 1, \ldots, N_0$, the Fourier transform of $H_0(z)$ is

$$E_0(z^\omega) = H_0(w)e^{-j\frac{N_0-1}{2}w},$$

where

$$H_0(w) = h_0 \left( \frac{N_0 + 1}{2} \right) + \sum_{n=1}^{(N_0-1)/2} 2h_0(n) \cos \left( \frac{N_0 + 1}{2} - n \right)w.$$  \hspace{1cm} (6)

Then based on the definition, the stopband energy $E_s(h_0)$ with stopband cut-off frequency $w_s$ is

$$E_s(h_0) = \int_{w_s}^{\pi} H_0^2(w) dw = h_0^2((N_0 + 1)/2)(\pi - w_s) - 4h_0((N_0 + 1)/2)$$

$$\times \sum_{n=1}^{(N_0-1)/2} h_0(n) \frac{\sin((N_0 + 1)/2 - n)w_s}{(N_0 + 1)/2 - n}$$

$$+ 2 \sum_{n=1}^{(N_0-1)/2} h_0(n)^2 \left( \frac{\pi - w_s}{N_0 + 1 - 2n} - \frac{\sin(N_0 + 1 - 2n)w_s}{N_0 + 1 - 2n} \right)$$

$$- 2 \sum_{n=1}^{(N_0-1)/2} \sum_{m=1, m\neq n}^{(N_0-1)/2} h_0(n)h_0(m)$$

$$\times \left[ \frac{\sin(n-m)w_s}{n-m} + \frac{\sin(N_0 + 1 - n-m)w_s}{N_0 + 1 - n-m} \right]$$ \hspace{1cm} (7)

and the passband energy $E_p(h_0)$ with passband cut-off frequency $w_p$ is

$$E_p(h_0) = \int_0^{w_p} (H_0(w) - 1)^2 dw = \left( h_0 \left( \frac{N_0 + 1}{2} \right) - 1 \right)^2 w_p$$

$$+ 4h_0((N_0 + 1)/2 - 1) \sum_{n=1}^{(N_0-1)/2} h_0(n) \frac{\sin((N_0 + 1)/2 - n)w_p}{(N_0 + 1)/2 - n}$$

$$+ 2 \sum_{n=1}^{(N_0-1)/2} h_0(n)^2 \left[ w_p + \frac{\sin(N_0 + 1 - 2n)w_p}{N_0 + 1 - 2n} \right]$$

$$+ 2 \sum_{n=1}^{(N_0-1)/2} \sum_{m=1, m\neq n}^{(N_0-1)/2} h_0(n)h_0(m)$$

$$\times \left[ \frac{\sin(n-m)w_p}{n-m} + \frac{\sin(N_0 + 1 - n-m)w_p}{N_0 + 1 - n-m} \right]$$ \hspace{1cm} (8)
In the wavelet theory, wavelet properties such as regularity and smoothness of filters are used as design criteria [2, 35, 48]. Regularity refers to the convergence to a continuous function in iterating the wavelet filter. For a low-pass filter $H_0(z)$, the regularity of order $m$ requires at least $m$ zeros of its amplitude response $H_0(w)$ at $w = \pi$, i.e.

$$H_0(w)|_{w=\pi} = 0 \quad \text{and} \quad \frac{d^i H_0(w)}{dw^i}|_{w=\pi} = 0 \quad \text{for} \quad i = 1, 2, \ldots, m - 1. \quad (9)$$

Similarly, for a high-pass filter $H_1(z)$, the regularity of order $m$ requires at least $m$ zeros of its amplitude response $H_1(w)$ at $w = 0$.

It has been shown that regularity of order 2 is generally good enough for subband image coding [3, 5]. Regularity of order 2 can be achieved by setting $H_0(w = \pi) = 0$ for the low-pass filter and $H_1(w = 0) = 0$ for the high-pass filter, which give us

$$\sum_{n=1}^{N_0} (-1)^{n+1} h_0(n) = 0 \quad \text{and} \quad \sum_{n=1}^{N_1} h_1(n) = 0. \quad (10)$$

Furthermore, the following condition is necessary in making infinite iteration of the low-pass and high-pass filter converges [2]

$$\sum_{n=1}^{N_0} h_0(n) = 1 \quad \text{and} \quad \sum_{n=1}^{N_1} (-1)^{n+1} h_1(n) = 1. \quad (11)$$

Although the concept of regularity is helpful, regularity by itself is not sufficient for choosing good filters for image compression. Therefore, other criteria such as the impulse response and step response of individual filters have been proposed [48]. So far, the sufficient condition of filter banks being optimal for image compression remains an open problem.

3. Optimization and generalization based design

In this section, we present a new method for designing filter banks for image compression based on sample images. The goal is to show that, with a good optimization and generalization procedure, it is possible to find coefficient sets that improve the compression quality of the best existing filter banks across multiple images, compression procedures, and compression ratios.

Since different types of images may have different characteristics, it may not be possible to group them together. Therefore, one approach is to treat individual sample images as separate problem domains and evaluate and optimize the performance of filter banks accordingly. In generalization, the performance of candidate filter banks can be estimated statistically based on the sample images.
Our new method has two major components: optimization and generalization. In the optimization phase, we formulate the design problem as a nonlinear optimization problem whose objective consists of the performance metrics of image compression and of the individual filters. Filter banks that optimize the design objectives are sought based on a set of training images. One distinctive feature of this approach is that several optimal or near-optimal coefficient sets are obtained based on individual training images. In the generalization phase, we select one generalizable coefficient set from the results obtained in the optimization phase. The final result performs well not only on the training examples used during the optimization process, but also on test cases not seen. This approach allows us to find the best filter coefficients in the context of a real image compression procedure for a class of images.

3.1. Optimization phase

Issues to be addressed in the optimization phase include problem formulation, performance evaluation, and selection of optimization methods. First, the design problem is formulated as an optimization problem to maximize image compression performance. Then, the performance of a filter bank coefficient set is evaluated by compressing training images using some image compression algorithm. This is the most time consuming part in the design method. Finally, nonlinear optimization methods are used to find optimal or near-optimal solutions of the optimization problem. In this subsection, we discuss the problem formulation issues in more detail.

The goal of the design method is to find filter coefficients in a biorthogonal filter bank that maximizes the image compression performance. Mathematically, the objective to be optimized is some combination of the performance metrics (shown in Table 1) of the overall image compression application, the overall filter bank, and the individual filters. In the design of biorthogonal filter banks, the lengths of filters are fixed according to the structure of the filter bank. Therefore, the filter coefficients are the only variables to be solved.

In the problem formulation, the following constraints are formulated based on the essential properties of biorthogonal filter banks to reduce the search space.

**Constraint 3.1.1.** The coefficients of the synthesis filters are chosen based on those of the analysis filters according to Eq. (2). By doing that, the design of filter banks becomes finding the coefficients of the analysis filters $H_0(z)$ and $H_1(z)$.

**Constraint 3.1.2.** The total length of the two filters is a multiple of 4.
**Constraint 3.1.3.** The two analysis filters are FIR filters of even length or odd length at the same time. When the two filters are of even length, filter $H_0(x)$ is symmetric and filter $H_1(x)$ is antisymmetric. When they are of odd length, both of them are symmetric.

**Constraint 3.1.4.** The two analysis filters satisfy the wavelet conditions stated in Eqs. (10) and (11).

The first three constraints are part of the requirements for the PR biorthogonal filter banks that we have discussed in Section 2.1. We relax the other requirements because it is unnecessary in the lossy compression situation to have the PR filter banks. The last constraint on individual analysis filters is a collection of linear equations. It can be used to remove variables through substitution to reduce the search space.

The PSNR and compression ratio are the most widely used performance metrics in image compression. The interaction between these two conflicting objectives gives rise to a set of compromised solutions, known as the Pareto-optimal solutions [8,42] that no one of them is better than any other with respect to both metrics. Previous approaches to deal with multi-objective problems can be divided into three classes, depending on the way that preferences are set: (a) methods that set prior preferences, which include forming a weighted sum of the objectives [26,33], constraining some objectives [19,49], and using reference points [43]; (b) methods that change preferences interactively, which include local gradient search [29,34] and iterative reduction of nondominated sets [47]; and (c) methods that use posterior preferences, which include evolutionary algorithms that may find Pareto-optimal solutions first before selecting preferred ones [13,17,41].

In our method, we apply the first approach by constraining the compression ratio and optimizing the PSNR. The goal is to find a filter bank that satisfies the constraint on the compression ratio and has the best performance in the unconstrained measure, PSNR. The optimization problem is therefore formulated as follows:

$$\max_{h_0, h_1} \text{PSNR}(h_0, h_1, A, I, \text{CR})$$

subject to

$$\sum_{n=1}^{N_0} (-1)^{n+1} h_0(n) = 0, \quad \sum_{n=1}^{N_1} h_1(n) = 0,$$

$$\sum_{n=1}^{N_0} h_0(n) = 1, \quad \sum_{n=1}^{N_1} (-1)^{n+1} h_1(n) = 1,$$

Constraints 3.1.1, 3.1.2 and 3.1.3,

where $h_0$ and $h_1$ are the coefficients of the analysis filters in the biorthogonal filter bank with length $N_0$ and $N_1$, respectively; $A$ is the image compression
algorithm; \( I \) is the input image; CR is the compression ratio; and PSNR is a nonlinear function of \( h_0, h_1, A, I, \) and CR, and is measured based on the image compressing algorithm \( A \), the input image \( I \), and the degree of compression CR. The optimization problem is a nonlinear optimization problem with a highly nonlinear objective.

The optimization problem defined in (12) can be solved by various existing optimization methods, including multi-starts of local descents such as gradient-descent and quasi-Newton methods, simulated-annealing [15, 27, 40], and genetics-based methods [18, 25]. Empirically, applying these methods from random starting points to solving the problem does not yield good results. The reason is that the majority portion of the search space corresponds to filter coefficients that lead to equally bad coding results and poor PSNR values. In another words, the search space is a big plateau dotted with small, steep hills. On the plateau, the objective function PSNR does not provide useful guidance for the search to progress towards the hills. To overcome this difficulty, we introduce an additional term to the objective function that is based on the stopband and passband energies of the individual filters. These energy functions provide the necessary guidance for the search to travel towards the hills on the plateau. The energies are calculated according to the formulas in Eqs. (7) and (8).

There are two ways to incorporate the additional objective term:

- The first approach is based on the subband coding theory and makes the analysis filters to approximate the ideal low-pass and high-pass filters, i.e., minimizing the total stopband and passband energies of the two analysis filters:

\[
\min_{h_0, h_1} E(h_0, h_1) = E_s(h_0) + E_s(h_1) + E_p(h_0) + E_p(h_1).
\]  

(14)

This objective implies that the smaller the energy the better. Unfortunately, this is not always the case in image compression. Although the filter banks that generate the best PSNR values tend to have small \( E(h_0, h_1) \) values, they usually do not have the smallest.

- The second approach is to minimize the difference between the energy of the analysis filters \( (h_0, h_1) \) and that of the baseline solution \( (h_0^*, h_1^*) \), i.e.,

\[
\min_{h_0, h_1} (E(h_0, h_1) - E(h_0^*, h_1^*))^2.
\]

(15)

This formulation uses the baseline solution as the reference point of the energy value. This objective implies that good solutions tend to have an energy level similar to that of the baseline solution. In our design method, the best existing filter banks are used as the baseline solutions. The formulation works well in our experiments.

In combining the second objective with the main objective in Eq. (12), we need to strike a right balance between them. A weight-sum formulation is used
to combine the maximization of PSNR and the minimization of filter energies as follows

$$\max_{h_0, h_1} \text{wPSNR}(h_0, h_1, A, I, \text{bpp}) - (1 - \text{w})(E(h_0, h_1) - E(h_0', h_1'))^2,$$

(16)

where $0 \leq \text{w} \leq 1$ is a constant weight; $h_0'$ and $h_1'$ are the filters in the baseline filter bank. Note that when $\text{w} = 1$, the objective becomes maximizing PSNR.

3.2. Generalization phase

Generalization is an important step in the design process because only a small number of sample images are usually used during the optimization phase whereas the final filter banks designed are expected to work well on other images not seen in optimization. Generalization has commonly been used as a post-design verification phase that simply verifies the generalizability of the design results by evaluating them on a new set of sample images. This approach is suitable when sample images used in optimization are representative of all the images in the image domain. When sample images used in generalization have different characteristics, the design results may not be generalized.

To compare filter banks bearing different performance distribution across different images in an application domain, we need to have a performance metric that is independent of the actual distributions. In our approach, we use a new metric called probability of win to measure the probability that a particular filter bank is better than another filter bank [19,49,50]. Since the probabilities are between 0 and 1, we eliminate the dependence on actual performance distributions. Using this metric, we can verify whether a filter bank is generalizable across images of different performance distributions.

The statistical metric, probability of win ($P_{\text{win}}$), is used to compare the performance of filter banks in a range-independent and distribution-independent fashion. The probability of win measures statistically how much better (or worse) the sample mean of one hypothesis, $\mu_1$, is as compared to that of another, $\mu_2$. It resembles the significance level in general hypothesis testing, but there are two major differences. First, only one hypothesis $\{H : \mu_1 > \mu_2\}$ is specified, without the alternative hypothesis. Further, in contrast to hypothesis testing, acceptance confidence is not given in advance but is evaluated based on sample values. The advantage of $P_{\text{win}}$ is that it considers both the mean and the variance of the performance data.

Under the assumption that the performance values of filter banks are independent and normally distributed, two filter banks, $S_i$ and $S_j$, can be compared based on the probability of win. First, we calculate the difference of performance values between the two filter banks, $P_i - P_j$, on the $N$ sample images. Assuming that the sample mean of $P_i - P_j$ is $\hat{\mu}$ and sample variance is $\hat{\sigma}^2$, then $P_{\text{win}}(S_i, S_j)$ is defined as follows.
\[ P_{\text{win}}(S_i, S_j) = F_i \left( N - 1, \frac{\tilde{\mu}}{\sqrt{\hat{\sigma}^2 / N}} \right), \]  

(17)

where \( F_i(\nu, x) \) is the cumulative distribution function of Student’s \( t \)-distribution with \( \nu \) degrees of freedom, and \( P_{\text{win}} \) is the probability that the true performance (population mean) of \( S_i \) is better than that of \( S_j \). When \( N \to \infty \), we have

\[ P_{\text{win}}(S_i, S_j) \approx \Phi \left( \frac{\tilde{\mu}}{\sqrt{\hat{\sigma}^2 / N}} \right), \]  

(18)

where \( \Phi \) is the standard cumulative normal distribution function [14].

Based on \( P_{\text{win}} \), the generalization is performed in our method as follows:

1. Assume the \( k \) filter banks found in the optimization phase are \( S_i \) \((i = 1, \ldots, k)\), and the baseline filter bank is \( S^* \). Evaluate \( S_i \) \((i = 1, \ldots, k)\) and \( S^* \) on all \( m \) training images, \( I_j \) \((j = 1, \ldots, m)\) with the same compression ratio used in the optimization phase and obtain the corresponding PSNR values, \( P_i(S_i) \) \((i = 1, \ldots, k)\) and \( P_i(S^*) \).
2. Compute the improvement in the PSNR value for each filter bank over the baseline solution on each training image: \( P_j(S_i) - P_j(S^*) \), \( j = 1, \ldots, m \). Filter banks with an average PSNR improvement smaller than 0 over the baseline solution are discarded. This step improves the speed of the method by throwing away unpromising solutions.
3. Evaluate the remaining filter banks and the baseline solution on each training images at the other compression ratios under consideration, obtain the corresponding PSNR values, and compute the improvement of the filter banks in PSNR over the baseline solution.
4. For each filter bank \( S_i \), calculate the \( P_{\text{win}} \) against the baseline solution, \( P_{\text{win}}(S_i, S^*) \). The filter bank with the best \( P_{\text{win}} \) value is selected as the final result.

4. Agent-based system development

Agent-based approach is a new paradigm in developing open, distributed software systems and has been applied to a wide variety of applications ranging from small systems, such as information filtering, to large, open and complex systems, such as air traffic control [6,24,28,31]. Agents in multi-agent systems have different roles and work on different tasks [44,53,54]. Through communication, collaboration, and coordination, they jointly solve a complex problem. By using prevalent and standard technologies, such as
Java and COBRA, agent-based approach offer better portability and scalability. In view of the advantages, we adopt the agent-based approach in developing the prototype of the optimization and generalization based design method.

The design process consists of several inter-dependent components that are handled by specialized software agents. Specifically, the major components perform problem formulation, performance evaluation, optimization, and generalization. In the system, each component is handled by an software agent implemented using the Java Agent Template Lite (JATLite) libraries [23]. JATLite, written in Java, allows easy creation of software agents that communicate robustly over the Internet. An agent in the environment makes a single connection to the Agent Message Router (AMR) that forwards messages to other agents. JATLite provides a convenient template for building agents that utilize a common high-level language and protocol. The agent-based approach makes the software system modular, portable, and compatible with applications developed by multiple sources [37,38]. In addition, agents are naturally distributed, enabling the design to be done in parallel and distributed environments.

Fig. 2 shows a multi-agent framework for the optimization and generalization based filter bank design method. The system consists of four major software agents: formulation agent, image coding agent, optimization agent, and generalization agent. The software agents are specialized to performing their corresponding tasks. Jointly they search for filter banks that optimize the image compression quality based on training images. In this section we discuss the functionality of each agent in detail.

![Multi-agent framework diagram](image)

Fig. 2. A multi-agent framework for the optimization and generalization-based approach of filter bank design. Specialized agents in the system perform generalization, problem formulation, optimization, and image compression, concurrently.
4.1. Problem formulation agent

The formulation agent builds an optimization model for the filter bank design problem and uses it to evaluate the objective and constraint values for the optimization agent. In general, different optimization models can be created based on the properties of design variables (filter coefficients) and alternative design criteria and constraints. This enables the system to answer what-if questions and to explore alternatives. The construction of optimization models should also consider the optimization tools available in the system so that good solutions can be found efficiently in practical situations.

In the filter bank design application, the goal is to find filter banks that maximize the image compression quality. Two commonly used and inter-dependent performance metrics in image compression are the PSNR and the compression ratio. The PSNR in decibels (dB) is defined as

$$\text{PSNR} = 20 \log_{10} \frac{2^k - 1}{\text{RMSE}},$$

where $k$ is the number of bits per pixel (bpp) in the image; and RMSE is the root mean-squared error (pixel-wise) between the original image and the reconstructed image. The compression ratio is defined as the number of bits of the original image divided by that of the compressed image.

In implementing the optimization phase of our method, we fix the compression ratio and search for filter banks that maximize the PSNR. The optimization formulation we have used consists of the objective function in Eq. (16) and the constraints in Eq. (13).

4.2. Image coding agent

The performance of a filter bank in image compression, such as the PSNR value at a certain compression ratio, is evaluated by the image coding agent based on an input image. We have used two image compression programs in our experiments: the SLCCA image coder [7] and the Davis wavelet image compression construction kit [12]. The Davis coder consists of invertible transform, quantization, and entropy coding. It applies simple strategies in each compression step and is easy to work with. The biorthogonal filter banks being designed are used in its transform step. The SLCCA is a high performance wavelet image coder that applies efficient representation of wavelet data and exploits both within-subband clustering of significant coefficients and cross-subband dependency in significant fields. It performs better than the Davis coder in compressing the sample images and is faster in each function evaluation. However, SLCCA requires manual tuning to reach a specified compression ratio, which is very time-consuming.
4.3. Optimization agent

The optimization agent applies various optimization methods to search for the best filter banks. It calls the formulation agent to get the necessary objective and constraint values. Multiple optimization agents may run simultaneously using different optimization models, different coding algorithms, and different sample images.

The optimization agent supports the integration of optimization models and optimizers. Based on the problem characteristics, such as the type of objective and constraint functions, the optimization agent applies the proper optimization method to solve it. The multi-agent system provides a flexible way to explore alternatives because both the optimization model as well as the number of variables, and the objective and constraint functions can be altered easily.

In the experiments of filter bank design, the optimization agent applies either the adaptive simulated annealing algorithm (ASA) [21,20] or multi-starts of the downhill simplex method (DSM). The ASA is an efficient implementation of the simulated annealing global optimization method. It has been applied to many applications and achieve good results. The DSM is a classical local search method that converges to a local optimum from an initial point. It has the benefit of fast convergence. However the result it converges to may be far away from the global optimal point.

4.4. Generalization agent

The generalization agent is responsible for decomposing tasks and distributing them to other agents in the beginning, and collecting and integrating the results in the end. For the filter bank design problem, multiple optimization tasks with different initial conditions such as the initial values of the filter coefficients, and different training images are distributed to multiple optimization agents. Each optimization agent finds an optimal filter bank based on the given image. After the optimization agents finish their jobs and obtain corresponding optimal filter banks, the generalization agent collects these results and selects one by applying the generalization procedure based on the probability of win metric. The final result should perform well not only on the training images, but also on other unseen images.

The run-time scenario of the multi-agent system is as follows. First, the generalization agent distributes multiple optimization tasks to different optimization agents. Then, each optimization agent works with its formulation agent and image coding agent, and applies the appropriate optimization method. In the end, the results are returned back to the generalization agent. Overall, the multi-agent system approach is modular, flexible, and suitable for parallel and distributed processing.
5. Experimental results

In our experiments, we have applied the optimization and generalization based method to design biorthogonal filter banks for image compression and obtained promising results. Our goal is to find generalizable filter banks that perform better than the best known solutions.

The benchmark images used in the experiments, shown in Fig. 3, consist of eight natural images and eight texture images. Three natural images ("Lena", "Barbara", "Goldhill") and three texture images ("Sweater", "Raffia", and "Water") were picked arbitrarily as the training images used in the optimization and generalization phases of our method. The other images were used to test the performance of the final result. In the experiments, the performance of filter banks was evaluated using the Davis wavelet image coder and the SLCCA image coder. In the design of 9/7 biorthogonal filter banks, the widely used Antonini’s 9/7 filter bank [2] was used as the baseline solution.

In the optimization phase, either the multi-starts of DSM or the ASA was applied. The performance of filter banks was evaluated based on a fixed compression ratio, 32:1. In calculating the passband and stopband energies, the passband cut-off frequency \( w_p \) was set to 1 and the stopband cut-off frequency \( w_s \) was set to \( \pi - 1 \). In our experiments, the initial points of ASA were always the baseline solution. In the multi-starts of DSM, initial points were randomly generated inside a box region either around the baseline solution or around the origin 0. ASA was much slower than DSM, but usually found better solutions.

In the generalization phase, the objective is to choose the filter bank that not only performs well on the training images, but also generalizes well. Based on the filter banks obtained in the optimization phase, the generalization agent selects the best one through the following steps: (a) Evaluate the candidate filter banks and the baseline solution on all training images at compression ratios 16:1, 32:1, and 64:1, and obtain the corresponding PSNR values; (b) For each filter bank, compute the aggregated performance measure, \( P_{\text{ag}} \), against the baseline solution on all training images. The filter bank with the best \( P_{\text{ag}} \) is selected as the final result.

In the first experiment of designing 9/7 biorthogonal filter banks, DSM was used as the optimization method and Eq. (16) with \( w = 1 \) was the objective. The compression procedure was the Davis coder. DSM was run 10 times from different random initial points around the origin 0 or the baseline solution, the Antonini’s filters. Different ranges of the initial points (0.01, 0.05, 0.1, and 0.3) were tried in the experiments. The step size of DSM was set to 0.001. Each function evaluation using the Davis coder took 18 s for the natural images and 8 s for the texture images. It took more time in evaluating the natural images because they are four times as large as the texture images. All DSM runs converged within 500 function evaluations, which correspond to 2.5 h for a natural image and 1.1 h for a texture image.
Fig. 3. The 16 benchmark images used in our experiments. In the order from left to right and from top to bottom, they are “Lena”, “Barbara”, “Goldhill”, “Baboon”, “Man”, “Couple”, “Tank”, “Boat”, “Sweater”, “Raffia”, “Water”, “Fingerprint”, “Pig”, “Wool”, “Sand”, and “Grass”. The first eight are 512 × 512 pixel natural images. The last eight are 256 × 256 pixel texture images.
Table 2 shows the $P_{\text{win}}$ of the best filter banks obtained using different training images in the optimization phase. The $P_{\text{win}}$ is evaluated against the baseline solution based on the six training images or the total 16 images. The training images are used in two different ways in the optimization phase. One is to use individual training images in the performance evaluation during optimization and obtain an optimal filter bank for each training image. Another approach is to use a subset or the whole set of training images during optimization. The advantages of the first approach are fast performance evaluation because the time is proportional to the number of images used, and more diverse candidate filter banks to be used in the generalization phase. The results of the two approaches were compared in the experiments.

Table 2 shows that the solutions are generally not good when the initial points are around the origin 0. Occasionally, good solutions can still be found. The best result was obtained using the Sweater image and the initial range 0.1. Its $P_{\text{win}}$ value is 0.880 on the six training images. When the initial points are around the baseline solution, the results generally get worse as the initial range is increased from 0.01 to 0.3. The results obtained using images Lena, Barbara, Goldhill, and Sweater are better than the baseline solution ($P_{\text{win}}$ larger than 0.5), whereas those obtained using images Raffia and Water are worse. The best filter bank was found by using Goldhill with initial range 0.1. Its $P_{\text{win}}$ values against the baseline solution are 0.931 and 0.975, on the six training images and on the total 16 images, respectively. In comparison, we also tried using the average performance on all six training images as the optimization objective. The best filter bank obtained is worse than the one obtained from Goldhill. Its $P_{\text{win}}$ values are 0.901 and 0.772 based on the six training images and the total 16 images, respectively.

In the second experiment, ASA was used as the optimization method and Eq. (16) with $w = 1, 0.8, 0.6, 0.4, \text{ and } 0.2$ were the objectives. The initial point was always the baseline solution. To speedup the convergence of ASA, we restricted the search ranges on the variables. In the design of 9/7 filter banks, the search ranges of the first three coefficients of $H_0(z)$ were limited to [0.01, 0.1], [−0.1, −0.01], and [−0.12, −0.11], respectively. The search ranges of the first two coefficients of $H_1(z)$ were limited to [0.01, 0.1] and [−0.1, −0.01], respectively. The execution of ASA was limited to 10,000 function evaluations in each run, which corresponds to 50 h for a natural image and 22 h for a texture image.

Table 3 shows the $P_{\text{win}}$ of the best filter banks obtained using different training images in the optimization phase. The $P_{\text{win}}$ is evaluated against the baseline solution based on the six training images or the total 16 images. As the weight $w$ is reduced from 1 to 0.2, corresponding to less weight on the PSNR and more weight on the energy term, the final results gradually got worse when individual training images are used in measuring the performance. This trend was not observed when the average performance on all training images is used.
Table 2
The $P_{\text{sh}}$ of the best filter banks obtained using different training images in the optimization phase

<table>
<thead>
<tr>
<th>Image optimized</th>
<th>Range of the initial points: around the Antonini's filters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>6 images</td>
</tr>
<tr>
<td>Lena</td>
<td>0.901</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.885</td>
</tr>
<tr>
<td>Goldhill</td>
<td>0.877</td>
</tr>
<tr>
<td>Sweater</td>
<td>0.809</td>
</tr>
<tr>
<td>Raffia</td>
<td>0.089</td>
</tr>
<tr>
<td>Water</td>
<td>0.392</td>
</tr>
<tr>
<td>6 images</td>
<td>0.901</td>
</tr>
<tr>
<td>Range of the initial points: around the origin 0</td>
<td></td>
</tr>
<tr>
<td>Lena</td>
<td>0.000</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.000</td>
</tr>
<tr>
<td>Goldhill</td>
<td>0.079</td>
</tr>
<tr>
<td>Sweater</td>
<td>0.000</td>
</tr>
<tr>
<td>Raffia</td>
<td>0.001</td>
</tr>
<tr>
<td>Water</td>
<td>0.009</td>
</tr>
<tr>
<td>6 images</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*The optimization method is DSM and the compression procedure is the Davis coder. The initial points are randomly generated around the baseline solution, the Antonini's filters, or around the origin 0. The ranges for generating the random initial points are 0.01, 0.05, 0.1 and 0.3. The $P_{\text{sh}}$ are evaluated based on the six training images and the total 16 images.*
<table>
<thead>
<tr>
<th>Image optimized</th>
<th>Weight $w$ in the objective function, Eq. (16)</th>
<th>Weight $w$ in the objective function, Eq. (16)</th>
<th>Weight $w$ in the objective function, Eq. (16)</th>
<th>Weight $w$ in the objective function, Eq. (16)</th>
<th>Weight $w$ in the objective function, Eq. (16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>6 images</td>
<td>16 images</td>
<td>6 images</td>
<td>16 images</td>
<td>6 images</td>
</tr>
<tr>
<td>Lena</td>
<td>0.830</td>
<td>0.724</td>
<td>0.570</td>
<td>0.285</td>
<td>0.564</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.831</td>
<td>0.959</td>
<td>0.709</td>
<td>0.900</td>
<td>0.422</td>
</tr>
<tr>
<td>Goldhill</td>
<td>0.873</td>
<td>0.955</td>
<td>0.889</td>
<td>0.940</td>
<td>0.702</td>
</tr>
<tr>
<td>Sweater</td>
<td>0.368</td>
<td>0.157</td>
<td>0.152</td>
<td>0.100</td>
<td>0.339</td>
</tr>
<tr>
<td>Raffia</td>
<td>0.120</td>
<td>0.025</td>
<td>0.112</td>
<td>0.022</td>
<td>0.130</td>
</tr>
<tr>
<td>Water</td>
<td>0.303</td>
<td>0.218</td>
<td>0.303</td>
<td>0.218</td>
<td>0.296</td>
</tr>
<tr>
<td>6 images</td>
<td>0.893</td>
<td>0.935</td>
<td>0.893</td>
<td>0.960</td>
<td>0.879</td>
</tr>
</tbody>
</table>

*The optimization method is ASA and the compression procedure is the Davis coder. The initial point is the baseline solution, the Antonini’s filters. The $P_{ed}$ are evaluated based on the six training images and the total 16 images.*
to compute the objective values. The best filter bank was obtained with \( w = 0.2 \) by using the average performance on all six training images in calculating the optimization performance. Its \( P_{\text{win}} \) values are 0.919 and 0.954, based on the six training images and the total 16 images, respectively. The best filter bank obtained using individual training images in optimization is from Goldhill with \( w = 0.8 \). Its \( P_{\text{win}} \) values are 0.889 and 0.940, based on the six training images and the total 16 images, respectively.

Finally, in the last experiment, the SLCCA was used as the compression procedure and the optimization method was ASA. Although SLCCA is faster than the Davis coder in each function evaluation (5 s by SLCCA vs. 18 s by Davis for a natural image), it needs time-consuming manual tuning to get to the right compression ratio. Thus a limited runs were tried in the experiment. The objective was Eq. (16) with \( w = 0.2 \). Three images, Lena, Barbara, and Goldhill, were used as the individual images to be optimized. The initial point of ASA was always the baseline solution. The final results are shown in Table 4. The best filter bank was obtained using Goldhill. Its \( P_{\text{win}} \) values are 0.911 and 0.977 based on the six training images and the total 16 images, respectively.

Table 5 summarizes the performance of the best results obtained in the experiments, DSM + Davis, ASA + Davis, and ASA + SLCCA. Both the \( P_{\text{win}} \) values and the average improvement of PSNR values on the six training images and the total 16 images are shown in the table. The same filter banks are tested in the two image coders. They all improve the baseline solution (the Antonini’s filter bank) on both performance measures, \( P_{\text{win}} \) and PSNR. Although the designs were based on the six training images and the Davis coder, the results work well on the total 16 images. Using the Davis image coder, they have \( P_{\text{win}} \) values at least 0.954 and the average improvement in PSNR from 0.047 to 0.065 on the total 16 images. Using the SLCCA coder, they have \( P_{\text{win}} \) values at least 0.964 and the average improvement in PSNR from 0.027 to 0.051.

Table 6 shows the performance comparison of the new 9/7 filter bank designed using ASA + SLCCA and the Antonini’s filter bank. The performance (PSNR) on the 16 individual images is compared on three compression ratios, 16:1, 32:1, and 64:1, and using two image coders, Davis and SLCCA. The data

\[\text{Table 4}\]
The \( P_{\text{win}} \) of the best filter banks obtained using different training images in the optimization phase\[a\]

<table>
<thead>
<tr>
<th>Image optimized</th>
<th>Image tested</th>
<th>6 images</th>
<th>16 images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>0.874</td>
<td>0.964</td>
<td></td>
</tr>
<tr>
<td>Barbara</td>
<td>0.501</td>
<td>0.410</td>
<td></td>
</tr>
<tr>
<td>Goldhill</td>
<td>0.911</td>
<td>0.977</td>
<td></td>
</tr>
</tbody>
</table>

\[a\] The optimization method is ASA and the compression procedure is SLCCA. The \( P_{\text{win}} \) are evaluated based on the six training images and the total 16 images.
Table 5
Performance summary of the best results obtained in the experiments, DSM + Davis, ASA + Davis, and ASA + SLCCA*  

<table>
<thead>
<tr>
<th>Design method</th>
<th>Evaluation method</th>
<th>Davis image coder</th>
<th>SLCCA image coder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>6 images</td>
<td>16 images</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$P_{vis}$</td>
<td>PSNR$_{impr}$</td>
</tr>
<tr>
<td>DSM + Davis</td>
<td></td>
<td>0.951</td>
<td>0.070</td>
</tr>
<tr>
<td>ASA + Davis</td>
<td></td>
<td>0.919</td>
<td>0.082</td>
</tr>
<tr>
<td>ASA + SLCCA</td>
<td></td>
<td>0.911</td>
<td>0.099</td>
</tr>
</tbody>
</table>

*Both the $P_{vis}$ values and the average improvement of PSNR values on the six training images and the total 16 images are shown in the table. Both the Davis and SLCCA image coders are used in the evaluation.
<table>
<thead>
<tr>
<th>Image</th>
<th>Compression ratio</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>16:1</td>
<td>32:1</td>
<td>64:1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Impr. of B</td>
<td>Impr. of B</td>
<td>Impr. of B</td>
<td></td>
</tr>
<tr>
<td>SLLCA image coder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lena</td>
<td>37.35</td>
<td>-0.01</td>
<td>34.28</td>
<td>+0.05</td>
<td>31.25</td>
</tr>
<tr>
<td>Barbara</td>
<td>31.89</td>
<td>+0.22</td>
<td>28.18</td>
<td>+0.16</td>
<td>25.36</td>
</tr>
<tr>
<td>Goldhill</td>
<td>33.26</td>
<td>+0.01</td>
<td>30.65</td>
<td>+0.02</td>
<td>28.61</td>
</tr>
<tr>
<td>Baboon</td>
<td>23.86</td>
<td>+0.02</td>
<td>23.45</td>
<td>+0.03</td>
<td>21.88</td>
</tr>
<tr>
<td>Man</td>
<td>33.19</td>
<td>-0.01</td>
<td>30.10</td>
<td>0.00</td>
<td>27.73</td>
</tr>
<tr>
<td>Couple</td>
<td>32.59</td>
<td>-0.01</td>
<td>29.25</td>
<td>-0.02</td>
<td>26.96</td>
</tr>
<tr>
<td>Boat</td>
<td>34.61</td>
<td>+0.02</td>
<td>31.11</td>
<td>0.00</td>
<td>28.25</td>
</tr>
<tr>
<td>Tank</td>
<td>31.27</td>
<td>+0.04</td>
<td>29.44</td>
<td>+0.04</td>
<td>27.95</td>
</tr>
<tr>
<td>Sweater</td>
<td>43.67</td>
<td>-0.25</td>
<td>38.70</td>
<td>+0.02</td>
<td>35.31</td>
</tr>
<tr>
<td>Raffia</td>
<td>21.97</td>
<td>+0.23</td>
<td>18.49</td>
<td>+0.09</td>
<td>16.02</td>
</tr>
<tr>
<td>Water</td>
<td>30.49</td>
<td>+0.16</td>
<td>27.39</td>
<td>+0.11</td>
<td>24.55</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>28.57</td>
<td>+0.22</td>
<td>25.04</td>
<td>+0.16</td>
<td>22.26</td>
</tr>
<tr>
<td>Pig</td>
<td>27.67</td>
<td>+0.08</td>
<td>25.01</td>
<td>+0.04</td>
<td>23.19</td>
</tr>
<tr>
<td>Wool</td>
<td>27.11</td>
<td>+0.12</td>
<td>24.33</td>
<td>+0.08</td>
<td>22.37</td>
</tr>
<tr>
<td>Sand</td>
<td>25.03</td>
<td>+0.14</td>
<td>22.32</td>
<td>+0.05</td>
<td>20.34</td>
</tr>
<tr>
<td>Grass</td>
<td>26.38</td>
<td>+0.12</td>
<td>23.29</td>
<td>+0.04</td>
<td>21.19</td>
</tr>
<tr>
<td>Davis image coder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lena</td>
<td>36.18</td>
<td>+0.05</td>
<td>33.17</td>
<td>-0.07</td>
<td>30.25</td>
</tr>
<tr>
<td>Barbara</td>
<td>29.54</td>
<td>+0.67</td>
<td>26.65</td>
<td>+0.18</td>
<td>24.31</td>
</tr>
<tr>
<td>Goldhill</td>
<td>32.62</td>
<td>0.00</td>
<td>30.08</td>
<td>+0.04</td>
<td>28.22</td>
</tr>
<tr>
<td>Baboon</td>
<td>25.05</td>
<td>+0.08</td>
<td>22.87</td>
<td>-0.01</td>
<td>21.62</td>
</tr>
<tr>
<td>Man</td>
<td>32.29</td>
<td>+0.01</td>
<td>29.45</td>
<td>-0.05</td>
<td>27.36</td>
</tr>
<tr>
<td>Couple</td>
<td>31.47</td>
<td>+0.07</td>
<td>28.52</td>
<td>+0.12</td>
<td>26.55</td>
</tr>
<tr>
<td>Tank</td>
<td>31.09</td>
<td>+0.05</td>
<td>29.21</td>
<td>+0.06</td>
<td>27.93</td>
</tr>
<tr>
<td>Boat</td>
<td>33.41</td>
<td>+0.06</td>
<td>30.14</td>
<td>+0.02</td>
<td>27.56</td>
</tr>
<tr>
<td>Sweater</td>
<td>43.19</td>
<td>-0.12</td>
<td>38.39</td>
<td>+0.03</td>
<td>35.26</td>
</tr>
<tr>
<td>Raffia</td>
<td>21.69</td>
<td>+0.28</td>
<td>17.99</td>
<td>+0.06</td>
<td>15.91</td>
</tr>
<tr>
<td>Water</td>
<td>29.93</td>
<td>+0.11</td>
<td>27.06</td>
<td>+0.11</td>
<td>24.02</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>28.27</td>
<td>+0.15</td>
<td>24.66</td>
<td>+0.11</td>
<td>21.83</td>
</tr>
<tr>
<td>Pig</td>
<td>27.33</td>
<td>+0.10</td>
<td>24.78</td>
<td>-0.02</td>
<td>22.92</td>
</tr>
<tr>
<td>Wool</td>
<td>26.69</td>
<td>+0.13</td>
<td>24.04</td>
<td>+0.05</td>
<td>22.34</td>
</tr>
<tr>
<td>Sand</td>
<td>24.75</td>
<td>+0.16</td>
<td>21.97</td>
<td>+0.01</td>
<td>20.14</td>
</tr>
<tr>
<td>Grass</td>
<td>25.87</td>
<td>+0.08</td>
<td>23.01</td>
<td>-0.04</td>
<td>21.04</td>
</tr>
</tbody>
</table>

show that the new filter bank improves the Antonini’s filter bank for the majority of the images using both image coders and at the three compression ratios. For some images such as Barbara and “Fingerprint”, the improvement is significant. For instance, the improvement in PSNR is 0.67 dB for compressing ratio 16:1 using the Davis image coder on Barbara. Although the new
filter bank was designed based on a small number of training images, one image coder, and a fixed compression ratio, it performs well on other images, using other image coder, and at different compression ratios.

Fig. 4 compares the amplitude responses of the two analysis filters in the new 9/7 filter bank designed using ASA + SLCCA and those of the Antonini's 9/7 filter bank. The Antonini's filters have high-order regularity and their amplitude responses are smoother. In contrast, the new filters have sharper transitions.

In addition to the design of 9/7 biorthogonal filter banks, we have applied our method to design 10/18 biorthogonal filter banks, trying to improve the widely used 10/18 filter bank published in [48]. We have successfully found filter banks better than the existing solution. However, the improvement is not as much as the results for the 9/7 filter banks.

6. Summary

In this paper, we present a new optimization and generalization-based method for designing filter banks in subband image coding. We formulate the design problem as a nonlinear optimization problem and focus on improving the performance of the best existing solutions. Our approach allows us to find filter banks in the context of image coding algorithms to maximize coding quality. Generalizable solutions that perform well not only on the training image used in optimization, but also on other images are chosen as the final result. In our multi-agent implementation, agents collaborate with each other to find better filter banks that improve image compress quality. In our experiments, we have found new 9/7 filter banks that improve the coding quality.
of the Antonini's 9/7 filter bank, a widely used wavelet filter bank, in terms of PSNR on a set of benchmark images. Significant improvement has been obtained on some images using the two image coders. Experiment results show that optimization based on a single image followed by generalization is efficient and can achieve good results. Even though the new filter banks are designed based on a small number of training images, a particular image coder, and a fixed compression ratio, they perform well on other test images, using other image coder, and at different compression ratios. Our method is general and modular, and can be applied to the design of other types of filter banks such as multi-rate and multi-band filter banks.
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