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Real-Time Low Bit-Rate Voice Over IP
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Abstract—A fundamental issue in real-time interactive voice
transmissions over unreliable IP networks is the loss or late arrival
of packets for playback. This problem is especially serious when
transmitting low bit rate-coded speech with pervasive dependen-
cies introduced. In this case, the loss or late arrival of a single
packet will lead to the loss of subsequent dependent frames. In
this paper, we study end-to-end loss-concealment schemes for
ensuring high quality in playback. We propose a novel multiple
description-coding method for concealing packet losses in trans-
mitting low bit rate-coded speech. Based on high correlations
observed in linear predictor parameters–in the form of Line
Spectral Pairs (LSPs)–of adjacent frames, we generate multiple
descriptions in senders by interleaving LSPs, and reconstruct
lost LSPs in receivers by linear interpolations. As excitation
codewords have low correlations, we further enlarge the segment
size for excitation generation and replicate excitation codewords
in all the descriptions in order to maintain the same transmission
bandwidth. Our proposed scheme can be extended easily to more
than two descriptions and can adapt its number of descriptions
dynamically to network-loss conditions. Experimental results on
FS-1016 CELP, ITU G.723.1, and FS MELP coders show good
performance of our scheme.

Index Terms—Internet, Line Spectral Pairs, loss concealment,
low bit-rate speech coding, multiple-description coding, single-de-
scription coding, UDP, voice over IP.

I. INTRODUCTION

I NCREASES in network bandwidth and computational
speed have led to growing interests in real-time interactive

voice applications, such as Internet telephony, teleconfer-
encing, and cellular communications. However, the quality of
such applications is usually subpar to toll quality provided by
telephone companies because the Internet is a packet-switched,
best-effort delivery service, with no quality-of-service (QoS)
guarantees. Hence, packets carrying real-time data may be
dropped or arrive too late to be useful.

There are two distinct ways to improve the quality of voice
data transmitted in a network: enhancing QoS supports in the
network and developing better end-to-end protocols and coding
algorithms.
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The design of new protocols with QoS supports will help en-
hance the quality of real-time voice communications, although
these protocols still cannot guarantee delivery within bounded
time because they may use an over-subscribed network path or
an unreliable network medium (such as a wireless link with in-
terference). Such is the case in IPv6 that allows flows and pri-
orities to be handled differently for real-time traffic but does
not guarantee link reliability. Unless strict admission control is
imposed with guaranteed bandwidth, losses are, therefore, in-
evitable when periodic data has to be received under time con-
straints.

An alternative is to design new end-to-end protocols that re-
transmit lost or delayed packets, either automatically or at the
request of a receiver. This approach is not feasible in interactive
voice communications when one-way delays have to be limited
to 400 ms or less (as specified in ITU-T G.114) and when band-
width is limited. Further, indiscriminate retransmissions may
compete unfairly with other ongoing transmissions. A better
end-to-end approach that works well with the first approach is
to design loss-concealment schemes that exploit redundancies
in voice data and that reconstruct lost data from that received.
However, the design of such schemes is difficult when coding
algorithms introduce dependencies in a compressed stream. In
this case, loss concealments need to be applied not only to a lost
frame but to all subsequent dependent frames that cannot be de-
coded even if they were received correctly.

Based on the end-to-end reconstruction approach discussed
above, this paper develops new loss-concealment schemes for
recovering lost data, when voice samples are compressed using
low bit-rate coding standards, packetized, and sent in the In-
ternet using the IPv4 UDP protocol. The schemes developed
are general enough for reconstructing lost packets transmitted
by UDP in IPv6.

The design of loss-concealment schemes for current low/very
low bit-rate speech coding standards requires the understanding
of dependencies introduced during coding. Most of these
standards are based on the principle of linear prediction (LP)
[10]. Using a linear predictor that models a vocal tract [22],
an LP coder generates synthesized speech from original
speech by exciting the vocal tract using multiplications
of excitations and gains. Depending on whether the coder is
close-looped (LP analysis-by-synthesis coder (LPAS) [26]) or
open-looped (vocoder), excitations are chosen with or without
minimizing the perceptual weighted mean squared errors
between and . Because speech is quasistationary, it is
coded frame-by-frame using linear prediction analysis, whose
coefficients are commonly represented as Line Spectral Pairs
(LSP) [25].
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TABLE I
MAJOR TECHNIQUES IN FOUR LOW BIT-RATE LP SPEECH CODERS AND THEIR

BIT RATES (AC: ADAPTIVE CODE WORD; VQ: VECTOR QUANTIZATION)

Table I lists the bit rate, quantization method of LSPs, and ex-
citation code-book structure for four representative LP speech
coders. The top three are LPAS coders, and the last, a vocoder.
Speech coding exploits temporal redundancies among speech
signals and employs lossy quantization in order to compress
the signals. Current compression algorithms are not robust to
transmission errors because they assume an error-free channel
when maximizing their coding gain. This is especially true in
low bit-rate speech coding algorithms that remove as much re-
dundancy as possible, leading to a great deal of dependencies
in the coded sequence. As a result, the loss of a speech packet
in packet-switched networks causes degradation in playback
quality not only for the lost packet itself, but also for subsequent
packets.

To deliver low bit-rate voice streams over packet networks
with high quality, an active research area is to develop simple
and robust loss-concealment and coding strategies. Existing
techniques can be classified into those with redundancies and
those without.

Adding packet-level redundancies is not the best for fault
tolerance in the Internet because they require considerable
increases in bandwidth over nonredundant schemes. Typical
methods include adding copies of previous frames [18], using
parity or forward error correction (FEC) codes [24] to protect
every packets by a redundant packet, using FEC to protect
only sensitive information in LP-coders [3], and piggy-backing
in a packet a redundant version of some previous packets
obtained by a lower bit-rate coder [5]. In addition, redun-
dant information can be sent to protect parts of each packet.
Such information includes voiced/unvoiced indicators, pitch
information [23], background noise, fricatives indicators [11],
short-time energy, zero-crossings [12], pitch estimates with
amplitude, and fundamental frequency information of previous
packets [7]. Receivers then use waveform substitution to re-
place lost packets by finding a best match on the redundant
segments received. The drawback of these approaches is that
good quality can only be achieved by sending a considerable
amount of redundant information.

In contrast, schemes with zero-redundancy control exploit
implicit redundancies in voice streams and the property that
voice transmissions can tolerate some loss without a lot of
perceivable differences. Simple schemes typically perform
loss-concealment actions at receivers alone. For instance, lost
packets can be recreated by

a) padding silence or white noise [28];
b) repeating the last received packet [29];
c) pattern matching using small segments of samples imme-

diately before or after a lost packet [34];
d) pitch-period replication by estimating pitch periods using

speech segments immediately before a lost packet [34];

e) performing waveform substitution based on previously
received frames on each subband of linear prediction
residues [8];

f) copying coder parameters from the most recent error-free
packet to both reconstruct the lost packet and update coder
states [9];

g) repeating the parameters of the previous frame with
simple modifications [2], [30];

h) periodically informing senders to restart encoding in order
to reduce error propagation [21];

i) performing reconstruction differently for voice and un-
voice frames [36], [37].

These strategies work well when losses are infrequent and when
packet sizes are small [14], but fail in high-loss networks.

Dissimilar to the single description-coding (SDC) schemes
above, multi-description coding (MDC) is a popular scheme
that divides a data stream into equally important streams in
such a way that the decoding quality with any subset is ac-
ceptable, and that better quality is obtained by more descrip-
tions. It is assumed that losses to different descriptions are un-
correlated, and that the probability of losing all the descrip-
tions is small. A straightforward way to implement MDC is in-
terleaving (also called sample-based MDC) in which adjacent
samples are distributed to different packets, thereby converting
bursty losses to random losses that are much easier to recover.
Receivers may reconstruct lost samples by odd-even sample in-
terpolations [15], pattern-matching sample interpolations [35],
Kalman-based sample interpolations [6], and adding redundant
information to improve reconstruction quality [16]. We explain
in Section II why such methods are not suitable for concealing
errors in low bit rate-coded speech. Another redundant MDC [1]
proposed for low bit-rate speech coders is to replicate important
informations to all descriptions, such as linear predictors and
pitch information, and to interleave excitation codewords. The
drawback of this approach is that excitations cannot be recon-
structed if loss happens.

In general, zero redundancy MDC schemes have not been de-
veloped specifically for LP speech coders. Since most current
low bit-rate speech coding standards are based on linear pre-
diction [10], our objective is to design LP coder-specific MDC
loss-concealment methods.

This paper is organized as follows. Section II studies packet-
loss patterns in the Internet and explains why MDC is attractive.
Sections III and IV present our proposed LSP-based MDC al-
gorithm and experimental results. Finally, Section V concludes
the paper.

II. LOSS CHARACTERISTICS IN THE INTERNET

This section presents loss characteristics of real-time trans-
missions for domestic and international connections and con-
cludes that MDC is suitable for concealing packet losses.

Our first set of experiments address the probability distribu-
tion of consecutive packet losses. During the experiments car-
ried out in the first week of November 2001, a computer at UIUC
periodically sent 2000 probe packets, at a rate of 30 packets/s
and 500 bytes per packet, at the beginning of each hour over a
24-h period to the echo port of a remote computer, and moni-
tored the packets bounced back. The inter-packet transmission
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Fig. 1. Statistics on bursty losses in round-trip paths between UIUC and three remote locations: Berkeley (daedalus.cs.berkeley.edu), W. China (www.lzu.edu.cn),
and Slovak (us.svf.stuba.sk). (a) F (burst): probability distribution of raw bursty losses and (b) Pr(fail j i): probability distributions of bursty losses that cannot
be recovered under interleaving factor i.

time of around 30 ms represents the duration that packets are en-
coded in LSP-coded speech studied in this paper. In collecting
the traces, we have used a packet size of 500 bytes instead of the
actual packet size in LSP-coded speech because we have found
in our previous experiments [19] that packet size does not affect
the loss behavior as long as it is less than MTU. We have as-
sumed uncompressed voice data in the form of 16-bit PCM and
sampled at 8 kHz, leading to a packet size of 480 bytes. (Results
on other packet transmission rates can be found elsewhere [20],
[19].)

Statistics, such as the sending and arrival times of each
packet, was collected. To account for “delayed losses,” each
packet received had a scheduled “playback” time calculated
from the arrival time of the first received packet and the differ-
ence of their sequence numbers. A packet was considered lost if
it had been delayed by more than 200 msec from its scheduled
playback time. By using traces collected in trace-driven exper-
iments, we were able to test the same network-loss condition
under different algorithms that would not have been possible if
streaming experiments were carried out in real time.

Fig. 1 demonstrates some typical results for a domestic and
two international connections. It shows that burst lengths of one
and two are predominant. Even for the two international con-
nections with high losses, more than 80% of their losses were
of burst length one or two.

Moreover, losses with burst length longer than three hap-
pened very infrequently, and one long burst did not imply
that the next burst would also be long. For example, for the
UIUC-Slovak connection, the unconditional probability for the
current burst length to be four and the next burst length to be
greater than or equal to four is only 0.001 [20], [32].

The fact that burst lengths are usually small (similar results
have been shown in [4]) indicates that interleaving can be a good
method to ease reconstruction. Define an interleaving set to be a

Fig. 2. Two-way sample-based MDC and reconstruction of a lost description
at a receiver.

collection of related information that is interleaved to different
descriptions. When the burst length is less than the interleaving
factor, or when a bursty loss involves information from different
interleaving sets and some information in each interleaving set
is received correctly, the information received can be used to
recover the lost parts. For instance, with sample-based inter-
leaving and an interleaving factor of two, a bursty loss of length
one and a bursty loss of length two with samples belonging to
different interleaving sets can be recovered by interpolations.
With an interleaving factor of four, a bursty loss of length less
than or equal to three and a bursty loss of length four, five, or six,
with lost packets belonging to different interleaving sets, can be
recovered. In general, with an interleaving factor of , it is pos-
sible to recover a bursty loss of length less than or equal to
and some bursty losses of length in the range .

Let the total number of packets sent be . Over all the inter-
leaving sets, assuming that consecutive packet losses of length ,

,1 happen times, and that packets
are lost (independent of ). We can derive , the

1Because we count consecutive losses in each interleaving set, j cannot be
larger than i.
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Fig. 3. Quality comparison in terms of LR and CD among SDC, sample-based MDC with both streams received, and two-way LSP-based MDC under two
scenarios in synthetic experiments. (a) FS-1016 CELP. (b) ITU G.723.1 ACELP. (c) ITU G.723.1 MP-MLQ. (d) ITU G.723.1 FS MELP.

conditional probability that a packet cannot be recovered for
interleaving factor . This happens when all the packets in an
interleaving set are lost.

(1)

, the unconditional probability that a packet cannot
be recovered for interleaving factor , is

(2)
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TABLE II
VOICE STREAMS USED IN OUR EXPERIMENTS

Fig. 1(b) shows that drops quickly when in-
creases. For all times and the three connections, is
negligible when . Moreover, works well for the con-
nection to Berkeley, achieving well below 5%. For
the connection to China, is not always enough because
about 20% of the total losses will not be recoverable.

The above results suggest that a small number of descriptions
(between two to four) is adequate. In most cases, two-way MDC
leads to good recovery.

III. LSP-BASED MDC

We present an LSP-based MDC scheme for concealing packet
losses in low bit-rate LP coders.

First, we demonstrate that the traditional sample-based MDC
is not suitable for linear predictive coders. Fig. 2 shows the
sample-based MDC scheme in which a speech stream is inter-
leaved into two streams, one containing the even samples and
the other containing the odd ones, before coding each using an
LP coder. Under the best condition, both coded streams will be
received, decoded separately, and de-interleaved to rebuild the
original stream. Even in this case, the playback quality is very
poor, as illustrated in Fig. 3 for the four coders in Table I and
the eight sample voice streams in Table II. Here, performance
is measured by the Itakura-Saito Likelihood Ratio (LR) and the
Cepstral Distance (CD) [33]. LR for a speech frame is defined
as

LR (3)

where and are the vectors of linear prediction coeffi-
cients of the original and reconstructed speech sequences, re-
spectively, and is the correlation matrix derived from the
original speech. CD for a speech frame is defined as

CD dB (4)

where and denote the cepstra of the original and recon-
structed samples, respectively. The performance of each stream
is the average over all the frames tested.

Fig. 3 shows that both LR and CD of sample-based MDC
increase dramatically for the four coders and all the files tested
under no loss, when compared to the decoding quality of SDC.

Fig. 4. Proposed two-way MDC for LP speech coders.

TABLE III
INTER-FRAME CORRELATIONS OF LSPS FOR THE EIGHT TEST STREAMS

(8000-HZ SAMPLING RATE, 30-ms FRAMES, 45-ms HAMMING WINDOW, 10
ANALYSIS ORDER, AND 8061 FRAMES)

The most significant degradation is for FS MELP, the very low
bit-rate coder. Subjective hearing tests of the decoded streams
also indicate that sample-based MDC performs poorly. (Results
on LSP-based MDC are described later.)

The quality degradations of sample-based MDC are due to
two major factors: aliasing introduced when the original stream
is down-sampled into even and odd streams, and the doubling
of the time span of a coded frame in each stream. To avoid these
drawbacks, we investigate the interleaving of parameters after
coding in LP coders, as shown in Fig. 4.

We first study the properties of coder parameters for loss con-
cealments. As mentioned in Section I, the common part in mod-
eling a vocal tract in most low bit-rate speech coders is the
linear predictor, often represented by LSPs. From the physical
point, since a vocal tract changes slowly and smoothly when one
speaks, we expect that its LSPs will change slowly. Given the
synthesis filter defined as

(5)

the LSPs are the zeros on the upper unit circle
of the following two functions [25]:

(6)

(7)

There are three important properties of LSPs that make the
linear interpolations of LSPs useful for loss concealments. First,
the difference of adjacent LSPs is closely related to the formant
bandwidths of speech [13], which suffice to specify the entire
spectral envelope for vowels. This close relationship means that



172 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 7, NO. 1, FEBRUARY 2005

Fig. 5. FS-1016 CELP under single description and the decomposition of an interleaved set of frames into multiple descriptions in LSP-based MDC (ac: adaptive
codeword; sc: stochastic codeword). (a) SDC at sender, (b) two-way LSP-based MDC at sender, and (c) four-way LSP-based MDC at sender.

linear interpolations of LSPs, which is equivalent to the inter-
polation of the difference of adjacent LSPs, is closely related to
the generation of smooth formant information. Second, we have
found experimentally that LSPs change slowly from one frame
to the next and have high inter-frame correlations. This is illus-
trated in Table III that shows high correlations for all the ten in-
dices under a typical frame size of 30 ms. The correlations found
are general because the tested streams involve significant varia-
tions in speaker characteristics. These results mean that LSPs in
a lost frame can be reconstructed from those received in adjacent
frames. In contrast, we have found that excitation parameters
across adjacent subframes have low correlations and cannot be
reconstructed from those received in adjacent subframes [20].
Last, the vector of LSP indices in a frame are monotonically in-
creasing ( ). This means that they are
stable linear predictors [25], and that a vector of interpolated

LSPs will also be stable linear predictors when using linear in-
terpolations to reconstruct lost LSPs.

Based on these observations, we propose an LSP-based MDC
scheme for LP coders. The key idea [31] is to interleave the
highly correlated LSP vectors in multiple descriptions and to
reconstruct missing ones from those received in descriptions in
the same interleaving set. For excitation parameters that have
low correlations, we replicate them in multiple descriptions in
an interleaving set and use any received in an interleaving set
for decoding. Further, we reduce the number of excitation pa-
rameters generated in such a way that their replication leads to
the same bandwidth as that in SDC.

We illustrate our proposed LSP-based MDC scheme on
the FS-1016 CELP coder. Fig. 5(a) shows, in the original
SDC coder, the generation of a 34-bit LSP vector for each
240-sample speech frame and four groups of adaptive and sto-
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chastic codewords (with 110 bits total), one for each 60-sample
subframe. The 144-bit coded frame is then encapsulated in a
UDP packet and sent to a receiver.

The single-description decoding process is the reverse
process in Fig. 5(a). When one or more consecutive packets
are lost, the receiver will not be able to recover the parameters
in the corresponding coded frames and will play silence in the
decoded speech frames. When valid packets are received again,
the receiver will extract the parameters and feed them to the
CELP decoder. Since decoding is state dependent, there will
be several frame delays before the proper states of the decoder
are restored and satisfactory playback quality is achieved. As a
result, the performance of SDC is very sensitive to losses and
burst lengths.

In our two-way LSP-based MDC design, the sender groups
each pair of 240-sample frames in the original speech sequence
into an interleaved set, performs linear prediction analysis, once
for each frame, in order to generate a 34-bit LSP vector, and dis-
tributes the two LSP vectors to two frames in the two descrip-
tions [see Fig. 5(b)]. However, instead of generating a 110-bit
vector of excitation codewords for four 60-sample subframes, it
extends the subframe size to 120 samples, generates a 110-bit
vector of codewords for four 120-sample subframes, and repli-
cates the 110-bit vector to the two frames in both descriptions.
The vector of codewords is replicated because its elements are
not correlated and cannot be reconstructed from those in ad-
jacent frames. With replicated codewords, we need to extend
the subframe size in coding in order to keep the coded frame
size in each description to be 144 bits, the same size as a coded
frame in SDC. After quantization of information and packeti-
zation, the LSP vector of frame (resp. ) is placed in
UDP packet (resp. ), and the excitation codewords of
frames and are replicated in packets and . Fi-
nally, the sender sends the packet stream to the destination. Note
that we have maintained the same packet size and packet rate as
those in SDC and have overcome the aliasing problem, without
down-sampling the original speech samples into odd-even ones.

At the receiver side, if all the frames in both descriptions are
received, the receiver carries out the reverse process in Fig. 5(b).
It first deinterleaves the information received into a single coded
stream by extracting the LSPs from the frames in both descrip-
tions and the codewords from the frames in either description,
before decoding the coded stream. Obviously, the quality of the
decoded stream is equivalent to a coder with a frame size of 240
and a subframe size of 120. The decoded stream can be guar-
anteed to have better quality than sample-based MDC because
we have preserved the precision of linear prediction analysis and
have eliminated aliasing. However, it has worse quality than that
of SDC because of its increased subframe size.

When some frames in one description are lost, the receiver
only needs to reconstruct the lost LSPs using the LSPs in those
frames received in the other description. It does not reconstruct
the codewords because they are replicated in both descriptions.
For example, if a frame in Description 1 of Fig. 5(b) is lost, then
the receiver reconstructs the LSPs in the lost frame by averaging
the LSPs of the immediately preceding and following frames in
Description 0. It is easy to see that such reconstructions result
in stable linear predictors. Moreover, since the receiver recon-

structs the coding parameters of lost frames before decoding, it
does not need to estimate the decoding states of lost frames as
done in SDC.

When the loss of a burst of packets leads to the loss of all the
frames corresponding to those of an interleaving set, the receiver
will not be able to reconstruct the lost LSPs and codewords and
will have to generate silence in the decoded speech sequence,
similar to the recovery process in SDC. However, the chance
for such bursty losses is much smaller than that in SDC because
all losses of burst length one and some losses of burst lengths
two can be recovered.

The above idea can be extended to four-way LSP-based
MDC. Fig. 5(c) shows the way that the sender interleaves the
LSPs of four 240-sample frames in an interleaved set into four
frames in the four descriptions. Here, the frame size in linear
prediction analysis is still 240, but the subframe size is in-
creased to 240 in order to maintain the same 144-bit frame size
after the codewords are replicated. After coding and parameter
interleaving, the LSP vector of frame , is
placed in UDP packet , and the excitation codewords of
frames through are replicated in packets through

. Due to the longer subframe size, the quality of four-way
MDC is expected to be worse than that of two-way MDC.

In four-way MDC, there are five loss patterns of frames in an
interleaving set in which losses can be concealed at the receiver:
one out of four frames received (0, 1, 2, or 3), two consecutive
frames received (0–1, 1–2, 2–3, or 3–0), two disjoint frames re-
ceived (0–2, or 1–3), three frames received (0–1–2, or 1–2–3, or
2–3–0, or 3–0–1), and all four frames received. If four frames
are received, then the receiver deinterleaves the parameters be-
fore decoding. In all the other cases, the receiver can recover
the lost LSPs by interpolating the LSPs received in immediately
preceding and following frames. Similar to two-way MDC, we
know that interpolations result in stable linear predictors.

We do not study MDC beyond four ways because four-way
interleaving will be enough to conceal errors in most, if not all,
of the cases (see Fig. 1). Further, larger interleaving degrees will
result in even larger subframe sizes that will degrade quality
further at the receiver, even when there are no losses.

For the other three coders in Table I, we apply the same idea to
construct two-way and four-way MDC, although there are some
coder-specific variations [20]. In the next section, we present re-
sults to show the effectiveness of our proposed LSP-based MDC
schemes.

IV. EXPERIMENT RESULTS

In this section, we test our proposed two-way and four-way
LSP-based MDC algorithms on the four coders in Table I using
the eight test streams in Table II. We further present trace-driven
simulation results using Internet packet traces collected under
the conditions specified in Section II.

Fig. 3 compares the decoding quality of two-way LSP-based
MDC in synthetic experiments between the cases when both
descriptions are received and when only one description is re-
ceived. When both descriptions are received, LSP-based MDC
for the four coders in Table I has almost no degradation in terms
of LR and about 10-20% degradation in terms of CD when
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Fig. 6. Quality comparisons in terms of LR and CD under five scenarios for four-way LSP-based MDC in synthetic experiments (I: two consecutive descriptions
were received, and II: two disjoint descriptions were received). (a) FS-1016 CELP, (b) ITU G.723.1 ACELP, (c) ITU G.723.1 MP-MLQ, and (d)ITU G.723.1 FS
MELP.

compared to SDC, and significant improvements when com-
pared to sample-based MDC. When only one description is re-
ceived, LSP-based MDC still gives good quality and performs
better than sample-based MDC with no loss. The performance
is more pronounced for the very low bit-rate MELP coder. Our
observations were further confirmed by subjective evaluations.

Note that the results plotted are averages and that some frames
under the original SDC with no loss may actually have worse
LR than that of frames under two-way LSP-based MDC with
no loss. Hence, it is possible for the original SDC with no loss
to perform a little worse on the average than LSP-based MDC
with no loss. (For example, the original ACELP with no loss has
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Fig. 7. Comparison of reconstruction quality between SDC and adaptive MDC for FS-1016 CELP on received and reconstructed frames over a 24-h period for
the round-trip connections between UIUC and three destinations. The graphs on the right show the fraction of frames that were lost or cannot be reconstructed.
(a)UIUC-Berkeley round-trip connection, (b)UIUC-Western China round-trip connection, and (c) UIUC-Slovak round-trip connection.

higher average LR than two-way LSP-based MDC with both
descriptions received for Audio File 6 in Fig. 3(b).)

Next, Fig. 6 shows the reconstruction quality of four-way
LSP-based MDC in synthetic experiments on five loss patterns
where losses can be concealed, using the decoding quality of
SDC with no loss as a baseline. In general, four-way MDC gives
acceptable quality and performs worse than two-way MDC, es-
pecially in terms of CD. As is said earlier, such degradations
are due to enlarged subframes in four-way MDC that lead to
degraded precision in adaptive and stochastic codewords. The
degree of degradation is also correlated to the degree of loss,
which is illustrated by the consistently lower quality as more
descriptions are lost. Our observations were confirmed by sub-
jective evaluations.

To further verify our algorithms, we have built a prototype in
Linux that codes input speech in real-time from a microphone
using SDC or LSP-based MDC, transmits the coded packets to
the echo port of a remote computer, reconstructs any lost in-
formation from the packets bounced back, and plays the recon-
structed stream in another local computer.

In order to adapt the number of descriptions to various loss
conditions, the receiver collects loss statistics periodically and

asks the sender to switch between two-way and four-way MDC
adaptively depending on preset thresholds. In our current im-
plementation, the receiver collects loss statistics every second
and sends to the sender a one-bit message in UDP, indicating
whether two-way or four-way MDC should be used. Since the
feedbacks sent by the receiver are subject to loss as well, the
receiver will send a feedback packet every second regardless
of whether the degree of interleaving is changed. In our imple-
mentation, the sender starts initially in two-way MDC. When
the receiver detects the loss of over 10% of the interleaving
sets, it asks the sender to switch to four-way MDC. As long
as the coder state at the receiver is maintained correctly, there
will be no quality degradation in switching from two-way to
four-way MDC. The sender continues to operate in four-way
MDC until the receiver detects the loss of less than 5% of the
interleaving sets as well as the loss of less than 30% of the
packets transmitted. Our strategy is designed to avoid operating
in four-way MDC as much as possible unless there are many
long bursty losses, as two-way MDC performs better under low-
loss conditions.

In the following, we used trace-driven simulations in order to
compare various algorithms under the same operating condition.
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Fig. 8. Comparison of reconstruction quality between SDC and adaptive MDC for ITU G.723.1 ACELP on received and reconstructed frames over a 24-h period
for the round-trip connections between UIUC and three destinations. The graphs on the right show the fraction of frames that were lost or cannot be reconstructed.
(a) UIUC-Berkeley round-trip connection, (b) UIUC-Western China round-trip connection, and (c)UIUC-Slovak round-trip connection.

Using sites that represent typical low, medium, and high loss
connections, we fed packet traces to our prototype and evaluated
the statistics offline.

Figs. 7–9 show trace-driven results on SDC and adaptive
MDC for FS-1016 CELP, ITU G.723.1 ACELP, and FS MELP,
respectively. (Results for ITU G.723.1 MP-MLQ are similar to
those of ACELP [20].) For each site tested, we show its play-
back quality measured in LR and CD averaged over all received
and reconstructed frames. However, one must be careful in
comparing the results because LR and CD are not computed for
unrecovered frames. Here, the quality of adaptive MDC is av-
eraged over all received and reconstructed frames that account
for over 90% of all the frames transmitted, whereas the quality
of SDC is averaged over all received frames that account for
60-80% of all the frames transmitted (for the UIUC-China and
UIUC-Slovak connections). This disparity in evaluations may
lead to better LR but worse CD for adaptive MDC as compared
to those of SDC in Figs. 7–9. To illustrate the reason leading to
this disparity, we also plot the fraction of frames that were lost
or unrecovered at the receiver for both schemes.

In general, adaptive MDC always have less distortions than
SDC in terms of LR, but may sometimes have more distortions

than SDC in terms of CD. To understand this difference, we need
to consider two kinds of distortions. First, some distortions in
adaptive MDC are introduced because excitations are extracted
on larger subframes and are reflected more obviously in terms of
CD. Other distortions in terms of both LR and CD are introduced
when some frames are lost and unrecoverable, leading to incor-
rect decoding states for subsequent frames received. Such dis-
tortions happen to both SDC and adaptive MDC, but affect the
quality of SDC more severely due to the large fraction of unre-
coverable frames in SDC (see the rightmost graphs in Figs. 7–9).
Therefore, based on the combined effects, adaptive MDC almost
always performs better than SDC in terms of LR, since adaptive
MDC has the same precision in linear prediction analysis but
far less unrecoverable frames. In terms of CD, adaptive MDC
may perform better or worse than SDC on received and recon-
structed frames, depending mostly on the fraction of unrecover-
able losses.

As shown in Fig. 9, the advantage of applying adaptive MDC
to FS MELP is more obvious. Except for slightly higher distor-
tions in CD for the UIUC-Berkeley connection, adaptive MDC
performs consistently better than SDC. The performance gain is
particularly notable for the high-loss UIUC-Slovak connection.
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Fig. 9. Comparison of reconstruction quality between SDC and adaptive MDC for FS MELP on received and reconstructed frames over a 24-h period for the
round-trip connections between UIUC and three destinations. The graphs on the right show the fraction of frames that were lost or cannot be reconstructed. (a)
UIUC-Berkeley round-trip connection, (b) UIUC-Western China round-trip connection, and (c) UIUC-Slovak round-trip connection.

From the perspective of end users, SDC will give discontin-
uous playback for high-loss connections, such as UIUC-China
and UIUC-Slovak with over 40% loss. SDC will not be able to
reconstruct lost packets and will take time to restore its decoding
states, even when a valid packet stream starts flowing again. In
contract, adaptive MDC will give a much smoother playback,
despite slightly lower quality on all the frames received or re-
constructed due to its increased subframe size. The delays ex-
perienced were also acceptable, given the round-trip delay of
a packet traveling from UIUC to a remote echo port and back
to UIUC is no more than 240 ms ( ms for Berkeley, be-
tween 180 and 240 ms for W. China, and ms for Slovak).
Subjective tests further verify that our proposed MDC scheme
performs well under all conditions.

Although the quality in terms of CD in our Internet tests
(Figs. 7–8) is still off from the quality of SDC under no loss
(Fig. 6), significant improvements in CD can be achieved
by proper adjustment of the perceptual weighting filter in
closed-looped LP coders (such as FS-1016 CELP and ITU
G.723.1 ACELP) that generate excitations by perceptually
weighting their coding noises and in turn deciding code words
for excitations [20].

V. CONCLUSIONS

In this paper, we have proposed and tested a novel LSP-based
MDC scheme for low bit rate-coded speech transmissions over
lossy IP networks. Without increasing the transmission band-
width, our scheme represents a trade-off between the quality of
the received packets and the ability to reconstruct lost packets.
Our results show that LSP-based MDC can be applied to both
close-looped and open-looped linear-prediction coders and
greatly enhances their loss resilience.
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