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ABSTRACT
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1. INTRODUCTION

The evaluation of search algorithms is often limited resource constraints, such as the maximum space allowed. Traditional search strategies such as best-first and depth-first strategies do not work well. Various researchers have proposed search methods that cope with limited memory space: depth-m search [3], IDA* [4], MA* [1], MREC [6], and speculative search [2]. We focus in this paper on improving IDA* and MREC.

Korf in his seminal paper [4] proposed iterative-deepening A* or IDA*, a search strategy that can operate in a memory space linear in the size of the problem and that can approach asymptotically the behavior of A*. Like A*, it requires an admissible lower-bound function. It is a variant of depth-first iterative deepening (DFID): a series of distinct depth-first searches to progressively greater depths to mimic a breadth-first search. As originally described, IDA* initially sets an incumbent or threshold to the (lower-bound) value of the root node s, and searches depth-first from s, backtracking when it reaches nodes whose values exceed the threshold. Such a depth-first search is a stage or iteration. If a stage finds a solution, that solution is optimal; if not, IDA* alters the threshold, setting it to the smallest value borne by any of the leaves of the stage (its periphery). Then it does the next stage: a new depth-first search from the root, discarding all results of the previous stage apart from the new threshold.

Korf demonstrated the performance of IDA* using the 15-puzzle problem. Since the lower-bound value of a child node in the 15-puzzle problem either increases by 0 or 2, the threshold value in successive stages of an IDA* search always increases by 2. By noting that there is an exponential distribution of the number of nodes in the search tree with respect to their heuristic values, it is guaranteed that the last depth-first search, which finds the optimal solution, has an overhead which overwhelms the total overhead of all previous depth-first searches.

MREC [6] is essentially an IDA* that uses extra memory to save nodes near the root. So long as memory remains, it extends the stored search tree (or graph) by doing a series of depth-first stages from the root to nodes whose values just exceed an incumbent. The only differences from IDA* are that it does not re-expand nodes that are already in storage, and that it stores new nodes that are not. When memory is exhausted, it searches as before, but adds no more nodes to storage. Assuming that there is memory space for storing m nodes in the search tree, m nodes are generated in the first iteration to fill the memory. Successive iterations of MREC expand nodes similar to those expanded by IDA* except for nodes that lead to the m active nodes in memory. Note that IDA* is a special case of MREC with m = 1.
The extension of thresholds in successive iterations of an IDA* search is generally controlled by a static algorithm. Korf notes that IDA* search does not perform well on the traveling-salesman problem using the IDA* as presented originally, and suggests that performance can be improved by using thresholds sufficiently exceeding the value of the minimum leaf of the previous stage [5]. In general, a dynamic algorithm which determines the thresholds based on run-time information collected during the search is necessary. In the following, we discuss two problems associated with controlling and evaluating IDA* searches.

First, the distribution of the number of nodes expanded or generated in the search tree by their lower-bound values is assumed to be exponential in the original IDA* search studied by Korf [4]. Although this assumption is valid for many search problems, such as the 15-puzzle problems (which we verified by testing the distributions of the 15-puzzle problems studied by Korf), the density functions of a large number of finite optimization problems, such as the traveling-salesman and integer programming problems, are bell-shaped. Many nodes in the search tree have lower-bound values centered in the middle of the range. The latter assumption has been verified for the traveling-salesman, resource-constrained scheduling, knapsack, and production planning problems when the density of all nodes in the search space are plotted with respect to their lower-bound values. We found that the corresponding distributions rise initially in a form similar to an exponential distribution and level off when all nodes in the search space are expanded.

The assumption that the distributions are exponential is a good approximation for many optimization problems when we consider only nodes expanded before the optimal solution is found. This is true in the symmetric traveling-salesman and production-planning problems, which have many feasible solutions. An exponential distribution simplifies the determination of thresholds in the IDA* search because a constant increase in thresholds results in exponential increase in the number of nodes expanded.

For problems that we need to expand all nodes in the search space before termination, such as integer programming problems with no feasible solution, and for problems that have pruning due to dominance relations, such as knapsack problems, a non-exponential distribution is a better fit and should be used in deciding the thresholds applied. One difficulty exists when the distribution levels off eventually: it is impossible to determine, without knowing all the parameters of the distribution, when the distribution will level off.

In this paper, we address the above problem by selecting dynamically at runtime the best distribution function to use in determining thresholds. The particular function used and its coefficients are unknown before the search begins, and
such information is determined during the search based on information of nodes generated. Such an approach avoids the problem of starting with an assumed (and possibly incorrect) distribution and developing a method for extending thresholds without examining dynamic information collected during the search.

The second problem associated with using the conventional IDA* search is that only its asymptotic performance has been determined [4]. This performance behavior indicates that both IDA* and A* behaves identically (with a constant factor of difference) in the asymptotic case. In practice, for searches that terminate in finite time, it is more important to minimize the number of nodes generated beyond a pure A* search when the search terminates, assuming that the search is run in a fixed memory space. Let \( n_{A^*} \) (resp. \( n_{IDA^*} \)) be the number of nodes expanded by an A* search (resp. IDA* search) for solving a given problem instance. The objective in designing a good IDA* strategy is to

\[
\text{minimize } I = \frac{n_{IDA^*}}{n_{A^*}}
\]

(1.1)

This objective works under both finite and asymptotic conditions. Note that the number of nodes searched by an A* search can be found by discounting the nodes search beyond the optimal solution in the last iteration of an IDA* search.

In this paper we develop methods to determine the thresholds used in each iteration of the IDA* search, so that the resulting ratio defined in Eq. (1.1) can be reduced when the search terminates. A more restricted objective is to find thresholds so that the numbers of nodes searched in successive iterations increase in a geometric fashion with a constant ratio of increase \( r \), where \( r > 1 \). This restricted objective results in a strategy which can be analyzed. We further assume that only admissible heuristic functions are used in the search.

2. IDA* SEARCH WITH CONTINUOUS LOWER BOUNDS

In this section, we analyze the performance of IDA* searches for problems with continuous lower-bound values. We assume that thresholds in the IDA* search can be chosen so that the numbers of nodes expanded in successive iterations always increase by a factor \( r \). Let \( n_{t_1} \) be the number of nodes with lower-bound values less than or equal to threshold \( t_1 \) (for minimization problems), and \( n_{t_2} \) be the number of nodes with lower-bound values less than or equal to \( t_2 \), the next threshold chosen after \( t_1 \). Then

\[
r = \frac{n_{t_2}}{n_{t_1}}
\]

(2.1)
We find, for a given $r$, the performance of IDA*, and the optimal value of $r$ that minimizes the increase in overhead as compared to an A* search (Eq. (1.1)).

In addition to the stack for carrying out depth-first searches, let $m$ be the memory space available for storing active nodes. Let $n_{A}^{\text{opt}}$ be the number of nodes expanded by an A* algorithm, $n_{\text{IDA}}^{\text{last, opt}}$ be the number of nodes expanded by the IDA* search in the last iteration if the optimal solution were found, $n_{\text{IDA}}^{\text{last, no-opt}}$ be the number of nodes expanded by IDA* in the last iteration if no solution were found, and $e_{0}$ be the number of nodes expanded to generate $m$ active nodes initially. Then the overshoot in the last iteration is characterized by $q$, which is defined as follows.

$$
q = \frac{e_{0} + n_{\text{IDA}}^{\text{last, opt}} - n_{A}^{\text{opt}}}{e_{0} + n_{\text{IDA}}^{\text{last, no-opt}} - n_{A}^{\text{opt}}}, \quad 0 \leq q \leq 1, \quad m \geq 1.
$$

(2.2)

The numerator in Eq. (2.2) represents the overshoot of IDA* in the last iteration, while the denominator represents the overshoot of IDA* in the last iteration assuming no solution were found. The denominator normalizes the numerator, so $q$ is between 0 and 1.

Using the parameters defined, the objective $I$ defined in Eq. (1.1) is a function of $n_{A}^{\text{opt}}$, $r$, $m$, and $q$.

The value of $r$ defined in Eq. (2.1) is important in controlling the performance of the IDA* search. If $r$ is too small, then there will be too much repeated work in successive iterations; if $r$ is too large, then there is overshoot in the last iteration. The best choice of $r$ is to have a value such that the optimal solution is included in the first iteration. Such a choice is very difficult. A compromise is to choose a value of $r$ between $r_{\text{min}}$ and $r_{\text{max}}$.

Note that $q$ is defined only for a given problem instance. A value of $q$ close to zero means that there is little overshoot, while a value of $q$ close to one means that the overshoot is large. The overhead due to overshoot is large if the threshold of the last IDA* iteration is extended too far beyond the value of the optimal solution. Although $q$ is neither constant nor predictable before the search is completed, its statistical behavior for problem instances evaluated before is useful in selecting the $r$ to be used in evaluating problem instances in the same class by IDA* search. If $q$ is generally small, then choosing a large $r$ results in a faster search, since the overhead due to overshoot is small.

Although it is impossible to achieve the ideal case in which $r$ is chosen properly based on values of $n_{A}^{\text{opt}}$ and $q$, and successive iterations always increase by a factor $r$ in the nodes expanded, the results derived in this section serve as benchmarks for comparing with the real performance of an IDA* search. Results in this
section show the maximum and minimum increase in overhead as compared to an A* search for all values of $n_{A^*}$; hence the knowledge of $n_{A^*}$ before the search begins is unnecessary. During the evaluation of the IDA* search, heuristic methods are applied to define thresholds so that successive iterations grow approximately by the factor of $r$ prescribed. Heuristic methods for choosing thresholds are discussed in Section 4.

The following theorem relates $n_{\text{IDA}^*}$, the number of nodes expanded in an IDA* search, to $n_{A^*}$, $q$, $r$, and $m$. The theorem shows the increase in the number of nodes expanded by an IDA* search with respect to an A* search.

**Theorem 2.1.** Assume that we can expand by a factor of $r$ nodes in successive iterations of an IDA* search. For given $n_{A^*}$, $r$, $q$, and $m$, the number of completed IDA* iterations, not counting the last iteration, is

$$k = \left\lfloor \log_r \left( \frac{(n_{A^*} - 1)}{m} \right) \right\rfloor$$  \hspace{1cm} (2.3)

$n_{\text{IDA}^*}$, the number of nodes expanded in IDA*, is

$$n_{\text{IDA}^*} = n_{A^*} + \frac{m r (r^k - 1)}{r - 1} + q \left[ m r^{k+1} - n_{A^*} + \frac{(m - 1)}{r - 1} \right]$$  \hspace{1cm} (2.4)

**Proof.** The proof is shown in four parts.

(a) We first find the number of nodes expanded so that there are $m$ active nodes in memory. Assume that a best-first search is applied until $m$ nodes are generated and that the branching factor of the best-first search is $r$. We are interested in $e_0$, the number of nodes expanded in the search tree to obtain $m$ active nodes. Since the root is assumed to exist initially, and each nonterminal node is expanded into $r$ nodes, the following equation must be satisfied.

$$e_0 \cdot r = e_0 + m - 1 \quad \rightarrow \quad e_0 = \frac{m - 1}{r - 1}$$  \hspace{1cm} (2.5)

(b) Next, we prove that $k$ is as defined in Eq. (2.3). Starting with $m$ nodes initially, and assuming $k$ completed iterations of the IDA* search (not counting the last), the $k$-th completed iteration must have expanded $m r^k$ nodes. Therefore, $n_{A^*}$ must satisfy the following formula.

---

1. The assumption that the branching factor is $r$ is a simplification here. In reality, the branching factor is $r_0$, which is different from $r$. There is negligible error introduced since $m$ is generally much smaller than $n_{A^*}$.
\[ m r^k \leq (n_{A^*} - 1) < m r^{k+1} \quad (2.6) \]

Simplifying Eq. (2.6) results in Eq. (2.3).

(c) We find \( e_1 \), the total number of nodes expanded in the \( k \) completed iterations. Starting with \( m \) active nodes, the \( i \)-th, \( 1 \leq i \leq k \), iteration expands \( m r^i \) nodes. Hence, \( e_1 \) is evaluated as

\[ e_1 = \sum_{i=1}^{k} m r^i = \frac{m r (r^k - 1)}{r - 1} \quad (2.7) \]

(d) Last, we find \( n_{\text{IDA}^*}^{\text{last opt}} \), the number of nodes expanded in the last iteration, from Eq. (2.2). Since \( n_{\text{IDA}^*}^{\text{last no-opt}} = m r^k + 1 \), Eq. (2.2) can be simplified as

\[ n_{\text{IDA}^*}^{\text{last opt}} = (n_{A^*}^0 - e_0) (1 - q) + q m r^{k+1} \quad (2.8) \]

Eq. (2.4) is proved by summing and simplifying the results found in Eq’s (2.5), (2.7), and (2.8).

To illustrate Eq’s (2.4) and (2.5), suppose \( m = 17 \), \( r = 3 \), \( q = 0.3 \), and \( n_{A^*} = 20008 \). \( e_0 \) as computed by Eq. (2.6) is 8. Eq. (2.4) shows that \( k = 6 \): starting with 17 nodes, the number of nodes expanded in the 6 completed iterations of an \( \text{IDA}^* \) search are 51, 153, 459, 1,377, 4,131, and 12,393, which sum to 18,564 and can be verified by Eq. (2.7). The number of nodes expanded in the last iteration is computed by Eq. (2.8) and is 25,154. Hence, the total number of nodes expanded in the \( \text{IDA}^* \) search is 43,726, which is 2.19 times more than what are expanded in an \( A^* \) search.

To illustrate the results of the theorem, we plot in Figure 2.1 the overheads normalized with respect to \( n_{A^*} \) for \( m = 1 \), (a) \( r = 3 \), \( q = 0.5 \) and (b) \( r = 10 \), \( q = 0.05 \). We observe (a) that for small values of \( r \), the average normalized overhead and frequency of variations tend to be higher than those for large values for \( r \), (b) that the normalized overhead is the lowest when the optimal solution lies exactly on the threshold of the last \( \text{IDA}^* \) iteration, and (c) that larger values of \( r \) should be chosen when \( q \) is small.

Given that \( r \) is between \( r_{\min} \) and \( r_{\max} \), the next theorem shows the optimal value of \( r \) that will minimize the normalized overhead.

**Theorem 2.2.** For \( r_{\min} \leq r \leq r_{\max} \), \( r_{opt} \), the optimal value of \( r \) that minimizes \( n_{\text{IDA}^*}/n_{A^*} \) is

\[ r_{opt} = \begin{cases} \exp \left( \log e \left( \frac{n_{A^*}}{m} \right) \right) & \text{if } \left( \frac{n_{A^*}}{m} \right) > r_{\max} \\ \log_{r_{\max}} \left( \frac{n_{A^*}}{m} \right) & \text{if } \left( \frac{n_{A^*}}{m} \right) \leq r_{\max} \end{cases} \quad (2.9) \]
The increase in overhead as compared to an A* search is

\[
\frac{n_{\text{IDA}^*}}{n_{A^*}} \bigg|_{r=r_{\text{opt}}} = \frac{r_{\text{opt}}}{r_{\text{opt}} - 1} \left(1 - \frac{m}{n_{A^*}}\right)
\]

(2.10)

Proof. The second part of Eq. (2.9) is straightforward because if the optimal solution can be generated in the first iteration of the IDA* search, then the optimal \( r \) to be used is \( n_{A^*}/m \). In the remainder of this proof, we assume that \( (n_{A^*}/m) > r_{\text{max}} \).

For \( r \) between \( r_{\text{min}} \) and \( r_{\text{max}} \), there is a set \( \{r_1, r_2, \ldots, r_0\} \), \( r_{\text{max}} \geq r_1 > r_2 > \ldots > r_0 \geq r_{\text{min}} \), such that

\[
\frac{n_{A^*}}{m} = k_i^{r_i+1}, \quad \text{where } k_i \text{ is integer.}
\]

(2.11)

That is, \( r_i \) represents the ratio used such that the IDA* search terminates in \( (k_i+1) \) iterations and that the optimal solution lies on the threshold of the last iteration. Note that

\[
k_1 = \left\lfloor \log_{r_{\text{max}}} \frac{n_{A^*}}{m} \right\rfloor - 1; \quad k_0 = \left\lfloor \log_{r_{\text{min}}} \frac{n_{A^*}}{m} \right\rfloor - 1; \quad k_{i+1} = k_i + 1, \quad 1 \leq i < 0
\]

(2.12)

For example, for \( r_{\text{min}} = 3 \), \( r_{\text{max}} = 10 \), \( n_{A^*} = 624 \), \( m = 1 \), then \( k_1 = 3 \), \( r_1 = 8.545 \),
\(k_2 = 4, r_2 = 4.998, k_3 = k_0 = 5, \) and \(r_3 = r_0 = 3.623.\)

Let \(T(n_{A^*}, m, r, q)\) (or in short, \(T(r)\)) be the overhead of the \(A^*\) search. The proof has to be shown in three parts: (a) \(T(r_1) < T(r_i)\) for \(r_i < r_1\) and \(1 < i \leq 0 + 1\), (b) \(T(r_1) > T(r_i)\) for \(r_i + 1 < r_1 < r_i\) and \(1 \leq i < 0\), and (c) \(T(r_0) > T(r_1)\) for \(r_1 < r_0 < r_{\text{max}}\). In each case, we can establish that \(T(r_1)\) is the minimum by comparing corresponding terms in \(e_1\) (Eq. 2.7). Due to the complexity of the proof and the space limitation, the proof is omitted here.

Substituting the value of \(k_1\) in Eq. (2.12) into Eq. (2.11) to find \(r_1\), Eq. (2.9) is proved. Eq. (2.10) is proved by finding \(n_{\text{MAX}}\) and assuming \(k_1\) iterations.

To illustrate Theorem 2.2, the normalized overheads using \(r_{\text{opt}}\) for various \(r_{\text{max}}\) are plotted in Figure 2.2. We have the following observations about the optimal overheads. (a) The optimal normalized overhead is close to one as \(r_{\text{max}}\) increases. (b) The frequency of variation is higher for smaller \(r_{\text{max}}\). Note that the curves are not smooth because \(r_{\text{opt}}\) is different for different \(n_{A^*}\).

3. \(A^*\) SEARCH WITH DISCRETE LOWER BOUNDS

For problems with discrete lower bounds, we assume that nodes in the search tree are arranged in levels: nodes with the same lower-bound values are on the same level. We are interested in finding the number of nodes expanded rather than those generated because nodes in a level of the search tree is either completely expanded or not expanded in an iteration, while nodes in a level may not be completely generated in the given iteration. By knowing the growth of nodes in successive levels, it is straightforward to estimate the total number of nodes expanded in successive iterations.

There is a distinct difference between the discrete and the continuous cases when a solution is found one level below the threshold of the last iteration. The search can terminate immediately at this point because the solution found must be optimal, and all nodes with solutions less than the optimal solution have been expanded in the last iteration. This phenomenon does not exist when lower bounds are continuous values. On the other hand, when a solution is found at a level other than the level immediately below the threshold of the previous iteration, the search cannot be terminated because it is possible for a better solution to be found in an intermediate level in between.

In controlling the \(A^*\) search, it is easy to show that a new iteration should extend the threshold by at least one level. In choosing the threshold of the next iteration, the distribution of nodes in levels searched in previous iterations can be used so that the number of nodes expanded in the next iteration is at least \(r\) times more than that expanded in the previous iteration. Assuming that the threshold of an iteration is set at discrete levels, the problem is in finding how many levels to
"skip" from the current threshold in defining the threshold of the next iteration.

The following symbols are defined in our analysis before we prove Theorem 3.1, which shows the number of nodes expanded in the IDA* search.

- **R**: the number of nodes in one level to that in the next level;
- **m**: \( R^{v+1} \), where \( v \) is a real number representing the equivalent number of levels evaluated completely in generating the \( m \) initial nodes;
- **0 + v**: level number where the optimal solution lies;
- **p**: fraction of nodes in level \( 0 + v \) that have to be expanded before the optimal solution is found;
- **s**: number of levels skipped in defining the threshold of the next iteration of IDA* search so that the number of nodes expanded in the next iteration is increased by a factor \( r \) (defined in Eq. (2.1)).

We show the following theorem without proof (due to space limitation). The theorem shows an estimate of the number of nodes expanded in finding the optimal solution using an IDA* search. In this model we assume that nodes in successive levels grow by a constant ratio \( R \), that the behavior of growth is similar for nodes with lower bounds larger than the optimal solution, and that no other optimal solution exist besides the unique one found. The advantage of using the number of nodes expanded is that we do not need to know the branching degree of the search tree.

**Theorem 3.1.** \( n_{\text{IDA}^*} \), the number of nodes expanded to find the optimal solution in the discrete case is obtained by summing \( d_1, d_2, d_3, \) and \( d_4 \), where:

- (a) \( d_1 \) is the total number of nodes expanded up to and including level \( 0 + v \),

\[
    d_1 = \frac{R^{v+0+1} - 1}{R - 1};
\]

- (b) \( d_2 \) is the number of nodes not evaluated in the last iteration due to pruning,

\[
    d_2 = \begin{cases} 
        -R^{v+v+1} - R^{v+1} & (0 + 1) \mod s = 0 \\
        -(1 - p) R^{0+0} & (0 + 1) \mod s > 0 
    \end{cases}
\]

- (c) \( d_3 \) is the number of nodes expanded beyond level \( 0 + v \) in the final iteration,

\[
    d_3 = \begin{cases} 
        0 & 0 \mod s = 0 \\
        p R^{0+0+1} \left[ \frac{R^{s-0 \mod s} - 1}{R - 1} \right] & 0 \mod s > 0 
    \end{cases}
\]
(d) $d_4$ is the number of nodes evaluated in intermediate iterations,

$$d_4 = \begin{cases} \frac{R^{v+(t+1)s+1} - (t+1)R^{v+s+1} + tR^{v+1}}{(R-1)(R^s-1)} & t \geq 1 \\ 0 & t = 0 \end{cases}$$

(3.4)

where $t = \begin{cases} 0 & 0 \mod s = 0 \\ \frac{\lfloor t / s \rfloor - 1}{s} & 0 \mod s > 0 \end{cases}$

(3.5)

We illustrate the theorem by applying it on the 15-puzzle problems that Korf studied [4], which fit the assumptions stated in Theorem 3.1. In the 15-puzzle problems, the numbers of nodes in successive levels grow in approximately a geometric fashion. For problem 1 of the 15-puzzle problems tested by Korf, $q = 9$, and the numbers of nodes at the various levels are 110 (LB=41), 662 (LB=43), 4,825 (LB=45), 31,772 (LB=47), 194,458 (LB=49), 1,178,160 (LB=51), 7,025,558 (LB=53), 412,162,086 (LB=55), and 237,913,457 (LB=57). The optimal solution exists in the level with LB=57 after expanding 66,281,653 nodes; hence $p = 0.28$. With the above values, the average increase in nodes in successive levels is $R = 6.21$. Since LB starts at 41 with 110 nodes, we assume that $m = 17.71$ so that when these nodes are expanded, 110 nodes will be generated in level 1. The corresponding $v$ is $(\log_{6.21} 110) - 1 = 1.57$. From the above data, we can compute the number of nodes expanded in a pure best-first search as 115,879,285. With $s = 1$, the actual IDA* search expands 140,036,821 nodes. Our model defined in Theorem 3.1 estimates that $d_1 = 287,893,653$, $d_2 = -207,283,415$, $d_3 = 0$, and $d_4 = 55,257,706$, resulting in a total of 135,867,944 and an error of 3%. With $s = 2$, our model estimates that $d_1$ and $d_2$ are the same as the case of $s = 1$, and $d_3 = 419,979,261$ and $d_4 = 47,593,730$. The total number of nodes that we estimate to be expanded when $s = 2$ is 548,183,229.

Table 3.1 shows a summary of the simulation results and predictions on the first 50 15-puzzle problems studied by Korf [4]. Results in Table 3.1 with $s = 1$ is obtained by simulations, while results with larger $s$ are predicted using Theorem 3.1. Our results predict that Korf's original IDA* algorithm (with $s = 1$) is the most efficient algorithm to use on the average, although it is possible that evaluations with $s > 1$ could result in a smaller overhead. This happens when the optimal solution lies exactly on the threshold of the last iteration.
Table 3.1. Summary of results using different thresholds for the first 50 15-puzzle problems studied by Korf [4].

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Levels</th>
<th>R</th>
<th>p</th>
<th>( \frac{n_{DA^<em>}}{n_{A^</em>}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(s=1)</td>
</tr>
<tr>
<td>minimum</td>
<td>6.00</td>
<td>4.23</td>
<td>0.01</td>
<td>1.12</td>
</tr>
<tr>
<td>maximum</td>
<td>12.00</td>
<td>44.62</td>
<td>0.98</td>
<td>1.31</td>
</tr>
<tr>
<td>average</td>
<td>8.80</td>
<td>10.22</td>
<td>0.34</td>
<td>1.20</td>
</tr>
<tr>
<td>std. dev.</td>
<td>1.54</td>
<td>8.24</td>
<td>0.32</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 4.1. Summary of results for dynamic selection of thresholds for 20 random symmetric TSPs and knapsack problems

<table>
<thead>
<tr>
<th>Statistics</th>
<th>(n_{A^*})</th>
<th>q</th>
<th>( \frac{n_{DA^<em>}}{n_{A^</em>}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(r=2)</td>
</tr>
<tr>
<td>minimum</td>
<td>4055.00</td>
<td>0.00</td>
<td>1.28</td>
</tr>
<tr>
<td>maximum</td>
<td>2848047.00</td>
<td>0.38</td>
<td>3.14</td>
</tr>
<tr>
<td>average</td>
<td>290288.85</td>
<td>0.09</td>
<td>2.61</td>
</tr>
<tr>
<td>std. dev.</td>
<td>637829.81</td>
<td>0.14</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Statistics of 20 random 22-city symmetric TS problems

Statistics of 20 random 110-object KS problems

| minimum    | 124749.00   | 0.00 | 1.40    | 1.00    | 1.00    | 1.00    | 1.00    |
| maximum    | 526267.00   | 0.02 | 2.50    | 2.31    | 2.29    | 2.22    | 2.02    |
| average    | 251668.00   | 0.00 | 1.97    | 1.72    | 1.63    | 1.55    | 1.51    |
| std. dev.  | 99684.65    | 0.00 | 0.32    | 0.35    | 0.34    | 0.38    | 0.28    |

4. DYNAMIC PREDICTION OF THRESHOLDS

Predicting the threshold dynamically is achieved by regressing on the (partial) distributions obtained at run time using a polynomial fit (first-order or second-order) or an exponential fit. The particular equation selected is based on the one that gives the smallest mean square error. Simulation results are shown in Table 4.1. \(r\) is the desired growth ratio that we wish to achieve, although the ratios of growth achieved usually deviate from the desired one. Our results show (a) that an exponential fit is better in symmetric TSPs, (b) that the second-order polynomial fit is better for knapsack problems (due to the extensive pruning by dominance relations), and (c) that \(r=5\) (resp. \(r=6\)) gives the minimum average increase over \(A^*\) for TSPs (resp. knapsack problems).
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