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This research addresses the optimization of perceptuéitygah
online interactive multimedia applications with fast-pdanterac-
tions, including but not limited to voice-over-IP, videaderencing,
and multi-player online games. The main characteristite$é ap-
plications is that they need real-time performance andhlawue lim-
ited time for the evaluation, calculation, and optimizataf percep-
tual quality, where perceptual quality is the subjectivessaction
of user experience. It involves complex mapping from system
trols to human perception that is difficult to model in a clb$arm.
Rather, it is measured by offline pairwise subjective testis eon-
siderably large overhead. To optimize the perceptual tyuafiap-
plications interested in this thesis, we need an efficierithodnlogy
to collect sufficient human opinions regarding system adstrand
generalize the opinions at run time per the running contedtthe
network condition, and optimize the perceptual qualitycadmgly.

In this thesis, we propose a general framework for maintgini
a stable network transmission for an interactive multiraegppli-



cation. Based on a large scale measurement of nowadaysdhter
conditions, we develop a real-time algorithm in this layar ¢on-
cealing network impairments based on run-time statistics.

Secondly, to model human opinions, we propose a probabilist
model called Just-Noticeable Difference (JND) surfaceictviis a
function that maps the change of a control to the subjecinere
ness of the change. Along with a dominance property thatridbesc
the monotonicity of the data in the JND surface, we utilizeeén
ficient algorithm for measuring the human opinions over tinehe
control space with only a small number of offline subjectests.

Thirdly, to optimize perceptual quality at run time, we iz&
another dominance property we have discovered to combiife JN
surfaces corresponding to a single independent controluttipie
dependent controls.

Fourthly, we generalize the JND surfaces from the offlineimea
sured surfaces per the run-time network condition by tansé-
tions, and then combine them using probabilistic tools. fEseilt-
ing combined JND surface is used in the objective functiartlie
optimization of perceptual quality.

To verified the techniques and algorithms developed, we demo
strate their advantages with both proprietary VolP systeciading
Skype and MSN, and an online game BZFlag.
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Chapter 1

Introduction

1.1 Online Multimedia Application Systems

1.1.1 Online Interactive Multimedia Systems

Online interactive multimedia applications are populahwmprove-
ments on the processing power of devices and the Internet- ban
width. These systems allow users to interact with remotesuse
devices as if they were in the same place, and provide coeneni
solutions for international cooperation.

Examples of these systems are voice-over-1P (VoIP), oglamees,
remote virtual-reality interaction, remote surgery, réenooopera-
tion tasks, etc. We use two representative multimedia Byst&0IP
and online games, to illustrate our techniques developadifctime
applications in the thesis, as they are popular applicatimed by
ordinary users rather than professional applications.

VoIP includes the popular online voice conversational @ppl
tions as well as the videoconferencing over the InternetpulRo
VoIP applications include Skype [84] and Google Talk [30]sc®
[19] and Huawei [42] also have proprietary devices that carMolP
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without a computer. In a VolP application, two or more pecgie
talking as if they were face-to-face using the Internet.

Multi-player online games refer to computer games with mult
ple players who interact remotely in the real world over theinet.
Among them, fast-paced online games are increasingly popuih
improvements in network bandwidth and reduced latency. eHer
“fast-paced games” refers to games in which the reactioe tien
quired is near the limit of human reaction time (215 ms on ayer
according to an online test [44]). While slow-paced onlirengs
can be trivially synchronized with a sufficiently long buffeg time
for late packets and error correction, fast-paced onlineagare-
quire a tight waiting time, which raise a challenging tasklaffer
allocation and online optimization. For this reason, weuon
those games with action durations ranging from 300 ms to 780 m
and in particular scenarios with precise weapons whichiregizcu-
rate synchronization. Examples include shooting gaméshwillets
or missiles [26, 64], fighting games with fast punching orkiig
[24,103], and racing games with weapons shooting enemigdsIfb
an online shooting game, players shoot targets of otheiepaxith
missiles in the same map.

Another example of online interactive multimedia systems i
remote robotic surgery system. In remote robotic surgedgdaor
can use a virtual-reality device to perform operations oraept
in another country. This system is more related to humanpcen
interaction so we do not focus on it in this thesis.

In this thesis, we study online interactive multimedia eys$ like
those discussed above. These systems have some geneeal-char
teristics. Firstly, more than one user are using the systemls-
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neously, and there are interactions among them. Secomeynt
teractions should be presented to users as fast as possillew
real-time cooperation. Thirdly, communication and cotiedie data
are transmitted over the Internet. Finally, users of thgseems are
sensitive to the latency in the interaction.

To elaborate these characteristics, consider a two-pantly or
videoconferencing conversation. After a user speaks atglnent,
the data will transmit to the listener and play at the speakeeal
time. If there is a latency of the transmission due to theydelahe
Internet, the talk segment will be heard later by the listeBecause
the listener should respond after hearing the talk segnsé@etwill
in turn speak later. This loop of delay will extend the oviedal-
ration for a conversation even with the same content, ancertiak
conversation inefficient, which can degrade the qualityxpegience
(QoE).

In the case of an online game, for example a shooting game, if
there is latency in the Internet connection, players caniffidifficult
to beat other targets. This is because whether the othetsangve
been shot depends on how other players control their devsegs
they can dodge the shot at the last second. The result of tiggrap
is then conveyed back to the attacker with a latency. Thikleald
to a blank period in which the bullet has shot the target baitainget
will not be destroyed until the dodging result has been weckiand
will hurt the QoE of the system.

Therefore, for these systems it is important to optimizecine!-
ity of experience (QoE) perceived by users, especially viherap-
plication runs on an Internet connection that is unreliabid has
latency. There is a need of a general theory on the onlinenogat
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tion of QOE for the interactive multimedia systems over thtelnet.
In this thesis, we adopt a VoIP as well as an online shootingegas
running examples to help elaborate our approaches, evaghraur
approaches can be employed by other online interactivamedia
application systems.

1.1.2 Architecture

To clarify our study, it is necessary to depict the architesbof the
systems we study, and point out the most important partswikat
focus on in this thesis.

Overview

Figure 1.1 presents the overview of the system architecilvieere-

late our system to the Internet protocol suite (a.k.a TCRf&yer
model) [29] as follows. We schedule the multimedia conteitap-
timize its quality in the Application Layer of the protocée build

a Network-Control Sub-Layer (Network-Control Layer forost)

on top of the TCP and UDP in the Transport Layer. We make no
changes in the Internet Layer or the Link Layer.

In detail, we control the presentation and schedule of mieitiia
contents in th@pplication layer In a VoIP, this can be the codec of
audio and video, and the play-out scheduler of the conversaln
an online shooting game, this can be the graphics engineverd
presenter and the collision detector. Because this lay@rals the
direct interface with users, it is the most important layeattwe
study.

The application layer should run under existing networkdion
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Application Layer
Multimedia content presentation, scheduling.

Perceived Network Condition Constraln'fjof EED, CPR,

Bandwijdth

Transport Layers

Network-Control Sub-Layer
Buffer (Jitter Removal, Loss Concealment);
Rate Control.

A

Target EED, CPR, Bandwidth Transnjission Rate
) 4

TCP uDP
Reliability-Guaranteed Data. || Reliability-Guaranteed Data.

Internet Layer

Link Layer

Figure 1.1: Overview of the architecture of the online iat#ive multimedia sys-
tem.
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Perceptual
Quality

{ Applicatoin Layer ( w
MED AQP .
| Interactivit ALl . AUdID'

C\ Q Y Quality Compression
S ——— ‘ |
Ik

Transport Laye |
Network-control Suhba’yér

Error Packet
Correction

Delay Jitter
Concealment

Delay Jitter Packet Available
Y Loss/Error Bandwidth

Internet Layer & Link Layer

Figure 1.2: Architecture of VoIP systems.

tions. However, it does not directly interact with the Imet. With
buffering and rate control strategiesp@work-control Layeserves
as an enhanced layer above the TCP/UDP protocol iféwesport
Layerto provide network condition that can satisfy the requiretae
of the application layer. In VoIP and online game, this lay@ntrols
how the data are packetized and transmitted, and how the/eelce
packet are buffered and corrected. We transmit most newd-tiata
of user inputs with UDP to assure the timing, and transmissesy
control data that require high reliability with TCP. Becad<CP and
UDP already satisfy our requirements, we do not further over
them in this thesis.

Finally, the bottom few layers are thaternet Layerand thelink
Layerthat we do not modify in this thesis.
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VoIP

We depict the architecture of a VoIP system in Figure 1.2 shiown
that there are two important layers inside this applicattbe trans-
port layer and the application layer.

VolP/videoconferencing applications rely on an Interraireec-
tion to transmit the voice and video data. For this reassmguality
highly depends on the run-time network condition. Becabsdrt-
ternet condition is not reliable, we adopt a network-cdriager to
maintain a satisfactory channel quality.

In the application layer, these systems control the moobatr
delay (MED) that affects both the conversation duration Hrel
buffering period. They also control the audio quality paeden
(AQP) and video quality parameter (VQP) that can determiree
transmission bandwidth and the signal quality.

For simplicity of the demonstration, in this thesis we foaus
the discussion of the voice-only VolIP. However, our apphesacan
also be adopted in videoconferencing, and discussion @ogizh-
ferencing will also be presented briefly in later chapters.

Online Games

Online games also include the layers in the Internet protswaite.
We depict their common architecture in Figure 1.3.

Rather than transmitting voice over the Internet, onlinenga
transmit real-time information of the events as well as tia¢us of
the objects. The network-control layer is used for maintejrthe
reliability of the transmission, including both the stabled-to-end
delay (EED) as well as a correctly-received packet ratioRICRAN
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Perceptual
Quallty

Applicatoin Layer

EED Locallag
Delay Consiste-
Extension Effects ncy
Shortening
Transport Lay/?l'

Networklcontrol Squ

Error Packet
Correction

Delay Jitter
Concealment

A A

= Packet
[ Dty ey ] [ Loss/Error j

Internet Layer & Link Layer

Figure 1.3: Architecture of fast-paced online games.

unstable EED can make the players feel the game “lag”, wHoeva
CPR can produce glitches. Both of these effects are undésira
online games. Further discussion of EED and CPR will appear i
Section 1.1.4.

The application layer in online games controls the schadulnd
the presentation of the game events, including the startamgpblete
of every event. These controls are further constrained &¥HED.

It is noticed that the architecture of an online game is sintib
that of a VoIP. EED (equivalent to MED) is the major systemtoain
of both these systems.

Further discussion on the quantitative quality metricstheder-
ceptual quality will be left to Chapter 2.
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Application Layer

User System

) p-
i User Inputs // Context of Running Session ‘:“’“g
Mouse, Keyboard, Joystick, voice, etc. /
System Controls
User Controls Buffering Period, Transmission
Volume, Brightness, Key Settings, etc. Rate, End-to-End Delay, Action
Scheduling, etc.

A

/ Application

Perceptual Quality Requirements

Transport Layer
Internet Layer
Link Layer

Figure 1.4: The input/output flow of the system in the peripeof controls.

1.1.3 Controls

In another perspective, Figure 1.4 depicts the flow of thdliaek
loop of the controls in online interactive multimedia applion sys-
tems.

Inside the loop, the source of the change of states inclueids
puts, user controls, application requirements, and theorktcon-
dition.

User inputs include users’ interactions with the input znce,
while user controls include the basic settings in the hardwiaat
can be easily adjusted by users at any time. The above two con-
trol sources are application-dependent inputs, whichadewusers’
control but not under the system’s control. On the other hémal
context of the running session is an abstraction of useracisrand
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user inputs into quantitative quality metrics. These rstserve
as inputs to control the operation of the system and are uheer
system'’s control.

The application itself has some basic requirements thatldoe
satisfied in run time no matter how the network condition ¢jean
As the Internet behavior changes at run time, the networklition
is also abstracted into quantitative metrics that are usedpats to
control the operations of the system.

All the inputs above are given to the system-control compbone
that generates control signals to control the operatioh@g/stem,
the system then output the results at the output interfateeaiul-
timedia system, which can then be perceived by users aspieate
quality.

We differentiate user input, user control, and system odsin
these application systems. User inputis an operation by a human
through an input hardware, whileuser controlis a setting of the
hardware that can be changed by the user at any time.

As an example, user input in a VolP system is the user voice
in a conversation collected by a microphone. In an onlineegam
user inputs can include the mouse press, the keyboard prasthe
button press with the joystick.

Examples of user control include the volume of the microghon
and the speaker in a VoIP system, as well as the brightnessof t
monitor for displaying the online game. Users can adjusidleet-
tings directly with the hardware without informing the ajgption
systems.

As aforementioned, these two types of controls are appicat
dependent inputs, which are under users’ control but noeutiae
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system'’s control. Therefore, they are beyond the studyisthiesis.

On the other handsystem controlsre inner controlling param-
eters controlled by the application itself which can affde way
the system runs. These controls can be adjusted dynamimathe
system at run time according to the running conditions @dnap-
plication requirements and network condition), therefare impor-
tant to study for fast-paced interactive multimedia systeWe use
the term system controls and system control inputs intexgbably
in the later sections of this thesis to refer to this type aoftoals.

In Figure 1.5 we illustrate how an interactive system candye c
trolled by its system control, the end-to-end delay (EE}DEdle-
fines for how long an action from the local user is perceivedby
remote user. This system control can affect the over alhiatef
the interaction, say a 100 ms EED can make the overall durafio
the interaction longer than a 0 ms EED.

An example of the system control is the mouth-to-ear delaig Dyl
which controls the overall latency of a talk spurt from theutioof a
local user to the ear of a remote user. When the MED is higlaer th
400 ms, users are difficult to finish a talk without disturbotgers
during the speech.

Another example of the system control is the response tintteeof
key press in a fighting game. A 200 ms response time can signifi-
cantly slow the pace of the fighting in the game than a 0 ms respo
time.

Tuning these system controls will significantly affect thesfpr-
mance of the system. Therefore, in this thesis, we focus anthe
tuning can be done to achieve the best QoE.
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1.1.4 Application-Level Requirements

The application needs a stable network condition to run undey
have certain requirements on the network condition, whani lze
defined by a set of constraints of the system controls. Fanpiagg
in a VoIP or a videoconferencing, the overall MED cannot legler
than 400 ms. Otherwise, the conversation can be confusmgn-
line games, it is directly required that the response latshould be
less than 200 ms. Further, for the correct transmissioneofjme
events, the loss rate should be less than 5%. These requiteme
on the network condition define a stable network conditiownch
the network control layer should provide to the applicateyer by
using certain network controlling strategies.

Definition 1.1.1.

Perceived Network Condition is the network condition peeg by
the users after the loss concealment strategy and jitteoxairstrat-
egy have been performed in the network-control layer (tistrsee-
gies are introduced in detail in Chapter 3).

While system controls can be of various types, they can be con
verted to constraints with common network metrics throudtamy
network applications. These network metrics include:

e End-to-end delay (EED])t is the overall latency from the start
of an event in the application layer of the local machine ® th
presentation of it in the application layer of the remote ma-
chine.

e Correctly-received packet ratio (CPRY} is the percentage of
packets received correctly in the order sent within EED.
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e Transmission bandwidthit measures the bandwidth required
for transmit the data of the application.

We assume only the above network metrics are involved indhe ¢
straints. This assumption is justified by the fact that therlay, loss
rate and bandwidth are common metrics in the Internet.

As examples, the MED in VoIP and the response time in online
games and remote robotic surgery can be directly mapped b EE
The 5% loss rate in online games can be mapped to 95% CPR.

Even though the mapping can be simple, the translation flhem t
network-layer condition (i.e. real Internet condition)}tke required
application-level user-perceived network condition myRver, non-
trivial, because certain constraints would be determinadeu the
run-time real Internet-layer conditions, which are noatishary and
involve multiple network metrics that can change frequentl

When the above system controls changes, we need some metrics
to measure the effect of this change. For this purpose weautil
somequantitative quality metrigswhich are measurements of the
direct effect of the change caused by one or more systemat)tr

Some quantitative quality metrics are so tightly connettetthe
system controls that they are system controls themseleeexam-
ple, in a VoIP application, the MED can be both a system cdontro
and a quantitative quality metric for measuring the ene+d-delay
(EED), and therefore the interactivity of the system. In ahne
game and the remote robotic surgery, the response time saibal
a quantitative quality metric of the delay effect.

With quantitative quality metrics, we can have a generakaap
sion of the performance of the system. However, they canrest p
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cisely measure the QoE of the system. The reason is discussed
Section 1.2.

1.1.5 Network

Internet has non-stationary network behaviors, and therkte, de-
lay, delay jitters (variance of delay), and bandwidth af@atilt to
predict in long term. However, to satisfy the applicatiendl net-
work requirement, the application should run under a nedtista-
ble network condition. Fortunately, short term network dabr is
relatively stationary, and we can predict them with netwstidtis-
tics collected in the past few sections, and then improvedteork
condition with a network-control layer.

With the constraints on the network metrics that are passed f
the application layer, a network-control layer can emplogta con-
trol strategy to maintain a relatively stable network bebathat
can affect loss rate, delay, delay jitters, and bandwidtd.céh also
employ a buffering strategy to perform loss concealment;died
removal under a given bandwidth, which can affect loss detgy,
and delay jitter.

For example, in VoOIP and online games, we can use a delayrbuffe
to reduce the jitter in the Internet and provide a stable BEB can
also use forward-error correction (FEC) strategy to cohpaeket
losses in the transmission and to reduce the loss rate, ar ¢od
provide a high CPR. With the network-control layer, the aatlon
layer can focus on the scheduling and presentation of thiemadia
contents, without looking into the low-level network emmnment.

As aforementioned, the network-control layer should §atise
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constraints of the network metrics which are required byapeli-
cation layer under any run-time network condition, but leagn
network behavior in the Internet is difficult to predict. $lwan lead
to the following three problems in the implementation:

1. Short-term behavior will require additional overheadadiect
real-time network information. Such information may be-out
dated or may not arrive in time. The collection also introgkic
additional overhead in the network.

2. Controls in the network-control layer based on shorataet-
work behavior should adapt rapidly. However, the time is not
sufficient to allow humans to be in the loop to make adjust-
ments to the control.

3. The transmission rate of the application should adaphé¢o t
available bandwidth in the end-to-end connection in order t
maintain a relatively stable network behavior. Howevee th
available bandwidth changes from time to time and is non-
stationary.

We focus on the solutions to these problems in Chapter 3.

Below the network control layer are other layers that coht@c
the Internet. These layers include the original trans@yed which
uses TCP and UDP protocol to transmit the packets of the multi
media application system. Because fast-paced multimgdizms
have tight deadline for the presentation of the content, Wgen-
erally adopted to transmit media data and interaction dB@P is
used to transmit system control data that have a looserideaaiid
higher requirement of reliability.
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Beside the TCP/UDP, other layers also include the Inteaygrl
and the link layer. They are low-level network infrastruefuhere-
fore, are beyond our study in this thesis.

In summary, the bottom layers in the Internet protocol spite
vide the basic network condition for the multimedia systeltnis
non-stationary and changes from time to time. Therefoadfidr
over this layer needs to be processed by the network coatyel |
before used by the application layer.

1.2 Offline Subjective Test for Perceptual Quality

Even though a multimedia system can have multiple internahegj
titative quality metrics, users only perceive the input auodput at
the interface. No matter how good the internal quantitaquality
metrics are, users are not concerned about them. This is ehy t
guality of how users operate the system at the interfacepsitant.
This quality is defined as follows.

Definition 1.2.1. Perceptual quality is the overall quality perceived
by a user at the interface of the system under the perceivedbrie
condition and the user inputs, user controls and multimeepiire-
ments [77].

It is also called quality of experience (QoE) in related vsrk
[37,106], but perceptual quality focuses more on the evigns by
subjective tests while QoE concentrates on quantitatiieicse

As an example, in VoIP, the perceptual quality is the overati-
versational experience with the system using the microplasnin-
put and the speaker as output. The performance of the system c
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be affected by the network condition. For example, a poaariret
connection with losses and delays can make the converdiiffen
cult to understand. Then we consider the perceptual quaitiie
VoIP poor. Similarly, in an online shooting game, the petaap
guality is the overall experience of the players who corttrelgame
using their keyboards and mice and see the output from the-mon
tor. A poor network connection can worsen the playing exqrene
because the target can be hard to shoot at.

The function of perceptual quality is unknown, because i$te |
of inputs are unknown. Whether the quantitative qualityriostin
hand can represent all the inputs is unclear. Even when fhésn
are known, the function is undefined. We do not know how we can
correctly pool the quantitative quality metrics and otheguts into
an overall perceptual quality metric, because we lack aedderm
formula for integrating them together.

For example, in a VoIP application, the system controlleddME
can affect both interactivity and signal quality, becauteng MED
can significantly extend the duration for finishing a conaé&os but
allow more space for the buffer to smooth the late packetsrand
prove the voice quality. However, we do not know whether titert
activity and signal quality can represent all the inputs erfceptual
quality in VoIP. Further, even if they are all the inputs of flanction
of perceptual quality, we are not sure whether a short or ME
can result in better perceptual quality, because the fomasi unde-
fined. Therefore, we should conduct a subjective test wipeaet to
this system control and ask subjects to assess the outmepeal
qguality resulted by different MEDs. The case is similar irfioa
games, where a long response time can worsen the contraégrec
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ness but can improve the correctness of the transmissibie glame
events.

However, subjective tests are time-consuming and need to be
conducted offline, where two methods are generally adopted f
multimedia perceptual quality [6].

e Absolute assessmeiithis method ask subjects to directly grade
the perceptual quality with a quantitative score given glsin
control scenario. These methods are intuitive, easy-tohect,
and require less number of tests. However, a high level of ex-
pertise is required for this assessment because they only ca
hold a consistent standard and notice details that can tead t
different quality. Furthermore, the same score does nohmea
the same perceptual quality. For example, two extremely poo
perceptual quality can have the same low score, but themeaso
for the poor quality can be due to a long delay or poor sig-
nal quality. This can make the optimization based on theescor
difficult, because the same score can lead to totally differe
direction of the optimization.

e Pairwise assessmenthis method instead ask subjects to com-
pare two control scenarios and judge which has the better per
ceptual quality. It is easy to conduct even for non-experts,
because they can compare details (see Figure 1.6). However,
this method is expensive because it requires numerous gempa
isons.

Even though subjective tests can provide precise measateme
results, they have several difficulties, the detailed sunfewhich
will be presented in Chapter 2:
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Which is Better?
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Perceptual Quality 1 Perceptual Quality 2
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Figure 1.6: Pairwise comparison of two pairs of MED and AQfsgs. Subjects
are asked to determine which pair has better perceptuatygual

1. Although some quantitative quality metrics have certaia-
tionship with respect to perceptual quality, the exact fiomcis
not well-defined or in a closed form, especially when tratfs-o
are involved.

2. Multiple quality metrics are involved in the system, bitather
they are complete is unknown due to a lack of thorough under-
standing of human perception.

3. Subjective tests are expensive and are conducted offlimey
cannot be done in real time operations. Further, each tést on
associates one control combination and the resulting tguali
The total possible combinations on control and operating co
ditions are prohibitive.

In this thesis, we propose methods for addressing theseudlffi
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ties. We study a method for measuring the perceptual qualjsrd-
ing to the controls directly to capture all the trade-offgaived as
well as all the quality factors that can be represented byitifative
guality metrics or not. We further propose a method for rauyc
the cost of subjective tests by reducing the number of tedtshin-
taining the precision. Further discussions are presentE€thapter 4
and Chapter 5.

1.3 Generalization

While offline subjective tests can collect precise assestofethe
perceptual quality of a system, they cannot be performedenl
because the time they cost are beyond the delay threshothbf r
time application. More specifically, real-time fast-padei@ractive
multimedia applications cannot involve run-time subjeetests for
measuring perceptual quality. On the other hand, offlingestibe
tests cannot be unlimited. For instance, the network crmmditin
which we perform the subjective tests are a limited set andcdy
consist of some representative scenarios. All these priiheake it
difficult to optimize the perceptual quality at run time, whiis the
ultimate goal of our study.

The metric of perceptual quality is not well-defined because
man perception on the combined effects of quantitativeityualet-
rics is complex. Further, mapping from system controls tc@e-
tual quality under the perceived network condition is uacland
may not have a closed-form. Moreover, network controls khou
change in response to the fast changes of the real network-con
tion. As a result, the optimization with all the above fastoan take
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longer time than the requirement of the real-time intevactppli-
cation. For example, in a VoIP system, we need to know how we
can tune the MED at run time under different network condsgito
attain the best perceptual quality, according to our suivgtest re-
sults conducted in offline tests. In online games, we needre&fally
tune the response time of the game in order to achieve thepbest
ceptual quality no matter how the network condition changése
tuning is performed online but the guidance of it is basedftime
subject tests.

For this reason, we need a method to generalize the offline sub
jective test results conducted in limited network condisi®o online
application that can run under any network condition. Wepatize
formal definition ofgeneralizationn previous works [59, 77] as fol-
lows:

Definition 1.3.1. Generalizationis the ability to adapt to previously
unseen situations using the data that have been collected.

Generalization should be sufficiently fast to meet the nexnent
of real-time multimedia applications. We need to learn tlapping
from application-level system controls to perceptual fyatith the
help of offline subjective tests, and then generalize theltrés any
online condition. The generalization should be sufficiefdist to
allow run-time optimization

Generalization is difficult because offline subjectivesesin only
cover a small subset of network conditions due to the high abs
subjective tests, which cannot easily be applied to alhefietwork
conditions. Further, we should decide how the offline resate
used according to run-time conditions, but this decisiahthe cor-
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responding computation should be finished before the naktirae
multimedia event, such as the display of a new video frame2 Th
available duration for the computation is too short such tuen-
plex computation cannot be performed. We look into this cliftly
in Chapter 5, and study a real-time algorithm for tacklinig thsk.

1.4 Research Problem

With all the considerations above, we present the goal efttiesis
as follows.
Overall Goal:

¢ In multimedia systems, we like to find the best combination of
controls over the space of system controls in order to atien
best perceptual quality.

e This should be done in real time without incurring undue ever
head in real time operations.

This goal suggests that our focus in optimization is the ¢geial
guality, and we need to bridge the gap between the offline uneas
ment of it and real-time adjustment of the system controls.

To achieve these goals, we have the following difficulties.

First, to meet the first goal, we need a connection between the
system controls and the perceptual quality. However, nmapbe-
tween system controls represented in the form of quanetafual-
ity metrics and the final user perception of the quality ofgiistem
iIs complex. The mapping cannot be easily determined by simpl
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derivation, but relies on offline subjective tests. It is ospible to
enumerate all the combinations of controls, because theespha
controls and the combinations of run-time conditions islerge to

be enumerated, especially when the dimension of contraespga
high. Machine learning algorithms are not useful for leagnihis

mapping, because we do not have sufficient samples colléced
subjective tests due to the high cost of each test. Furthexrafiline

subjective tests can only cover a small subset of simulagéaark

conditions. It is difficult to decide which network conditi® are
included in this subset.

To meet the second goal, we mainly face the difficulties forege
alization. First, in a real-time system it is impossible &wé online
subjective tests at run time because of the long testingg@eBec-
ond, it is difficult to reproduce run-time real network camzhs in
offline subjective tests with a perceived network conditioecause
run-time network behavior does not have well-defined sitraria
models.

Regarding these difficulties, we need to answer the follgwivo
problems.

Problem Statement:

1. Offline. How to find a complete mapping from the space of
controls to perceptual quality with a reasonable numbeif-of o
fline subjective tests under a small subset of simulatedar&tw
conditions?

2. Online. How to generalize the offline results with a small sub-
set of simulated network conditions to online applicationa
multimedia system under all possible real-time networkdzon
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tions and to determine the control to be used to achieve tte be
perceptual quality in real time?

Here, the first problem is related to the first point of the gaat the
second problem is related to the second point.

1.5 Approaches

We summarize the approaches for solving the problems anessid
the difficulties stated in last section.

We depict an overview of our detailed approach in Figure Bor.
each layer of the application system, we propose the canespg
approaches for solving the two problems, which are dividéal the
offline learning of the mappings and the online operatiornefdys-
tem. In the stage of offline learning of the mappings from caato
perceptual quality, we schedule offline subjective testk @fificient
method for performing subjective tests, then guide theiagipbn
layer to run with the set of system controls determined bystiie
jective test scheduler. The application is running undemasted
network condition provided by the network-control layereTre-
sult of the subjective tests are accumulated and stored amgact
structure that is then employed in the stage of online ojweraf the
system. In the online stage, the system runs with the systeinats
determined at run time according to the network conditicsspd by
the Internet layer and the system context. The system demfuade
the application layer to schedule the multimedia contemtissvents,
as well as tell the network-control layer to achieve the réeisstable
perceived network condition.
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Online Operation of the System

Application Layer
Adjustment of application controls with combined JND
surface.

Map requirements of the perceived network Multimedia
content presentation, scheduling.

i v

Network Control Layer
Adjustment of network controls to meet the constraints;
Prepare the perceived network condition for the application.

{ v

Internet Layer
Change of the behavior in the end-to-end connection in
response to the transmission rate

Generalized to any network condition

A

Offline Learning of the Mappings

Offline Subjective Test =
Interact using the multimedia system;
Assess the perceptual quality of the system.

JND surface of the mapping

Application Layer between controls and perceptual
Map application-level control to user level perception; quality for any context under a

Learn the JND surface with users’ feedback. given network condition.

{ :

Network Control Layer
Provide simulated network condition for the offline subjective
tests.

Figure 1.7: Overview of the approaches.
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To have an overview of the approach proposed in this thess, w
list in Table 1.1 all the detailed tasks, as well as the sullsywe
achieve in each chapter using these approaches. As a deatmmst
of the advantage of the proposed approaches, we furtherageadur
approaches in real systems, including a videoconferersgisigem in
Chapter 6 and a fast-paced online game in Chapter 7.
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Table 1.1: Summary of the approaches.

1%

Chapter
P Goal Approaches
(Layer)
Offline:
Provide the simulated _
. 1. Employ rate control strategies to ensure
network condition. ) .
3 Online: a relatively stable real network condition
(Network _ ' _ for the interactive multimedia system.
Find out the feasible N
Control 2. Employ loss concealment and jitter removal
network controls that car , .
Layer) , , strategies to reduce loss rate and delay jitter
satisfy the requirement of . _
_ of the real network condition to the required level.
the perceived network
conditions.
Single Control Multiple Controls
1. Decompose the
Offline: problem into single
Attain the mapping i -control problem;
1. Use the dominant L
4 from control to 2. Perform subjective
e property to measure the
(User perceptual quality in _ test for each control
_ L mapping from the control _ _
Layer offline subjective test. _ using the single control
_ to perceptual quality; )
and Online: i algorithm that can handl
L ) L 2. Refine the result . )
Application | Adjust the application ) i i binomial error;
) i regarding the binomial i i
Layer) with the mapping ) L 3. Combine the mapping
error in the subjective test. .
from controls to of individual control
perceptual quality. to that of multiple
controls.
1. Find out the optimal controls of the application
by combining the individual mappings from single
5 Online: control to perceptual quality together, and then
(Application Generalization in search for the optimal operation point at run time.
F:_F; en run-time real 2. Map the application-level requirement given
y network conditions. by the optimization to constraints of
the network metrics, and pass these constraints
to the network-control layer.
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Our key innovations are as follows.

The first innovation is related to the offline subjective $efstr
discovering the mapping from controls to perceptual gualitVe
have found a new dominance property that allows the resulhef
subjective test to subsume the results of many other sulgdests.
This means that those subjective tests whose results aseirsehl
do not have to be tested because their results would alway® be
better than the result of the dominating subjective tests phop-
erty will tremendously reduce the number of subjectivestested
for finding the complete mapping from controls to perceptpal-
ity. Because the subsumed cases need not be tested, therrafmbe
simulated network conditions can be strictly controllectieeason-
able number, while all run-time conditions have been repre
without any loss of generalizability. These approachesagipear
in Chapter 4.

The second innovation corresponds to the online operatfitreo
system using the generalized results from offline subjedists.
With the dominance property, the complete mapping from rodst
to perceptual quality can be represented efficiently by apaminset
of dominance relations. This compact representation allihe re-
sults obtained offline to be looked up efficiently at run tinmel doe
generalized to all run-time conditions. Because the offtiombi-
nations of controls are represented by a compact and sntadf se
dominance relations, online search for the optimal contlmnaof
run-time controls can be done in real time. With the guidamice
the generalized results from subjective tests, the reduyoezceived
network condition given by the optimization is then mappedhie
network metrics and passed to the network-control layesslamn-
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cealment, jitter removal and rate control strategies argl@yed to
transform the real Internet condition to the user-levelwoek con-
dition. These approaches appear in Chapter 3 and 5.

1.6 Contributions

In this thesis, we focus on optimizing the perceptual quatitreal-
time interactive multimedia systems, and study methodgéorer-
alizing offline subjective test results to online contrdi$h® system.
By achieving this, we have the following major contributsan the
thesis.

For offline subjective tests, we discover a dominance ptgper
that can significantly reduce the number of subjective tastse
conducted offline. By utilizing this property, we proposerép-
resent the mappings from controls to perceptual quality BNB
surface, a data structure that can store the results oftiviejeests
in a compact way. We further develop a systematic methogolog
for generating this JND surface using a small number of sl
tests.

For the online operation of the system, the dominance ptpper
provides a compact representation of the space of all mgpiom
controls to perceptual quality, therefore, allowing théirasearch
of mappings from controls to perceptual quality with raald per-
formance. With the dominance property and the JND surfaee, w
propose an online algorithm for finding a suitable comborawf
controls for attaining good perceptual quality. We furthespose a
general network-control layer for fast-paced interactivdtimedia
systems which can provide an improved network conditiorttier
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stable running of these systems.

Our contributions can benefit the area of online interactiwdti-
media, which includes but not limited to online conversationline
games, and remote virtual reality interaction. With theposed
general approaches, numerous applications can have ietpran-
time perceptual quality in the error-prone Internet. Beeaour on-
line generalization algorithm can complete within 5ms, afhis
much shorter than a video frame interval (16.7 ms), they aan b
adopted by various real-time multimedia applications withsig-
nificant overhead. Furthermore, developers can also adom
proaches to assess the expected user experience in thebtige
velopment. Internet Service Providers (ISP) can perforavigion
for the network resource for users of online interactivetrmedia
with our approaches. These use cases show that the thesiaen
considerable industrial value.

We summarize the problems we have and have not solved in Ta-
ble 1.2.

Besides the major contributions, we also have innovationsi-
proving multimedia systems, including:

1. We have evaluated the results in two real applicatiorsythP
and the online multi-player shooting game BZFlag.

2. We have proposed strategies for improving the perceptuat
ity of VoIP and videoconferencing, using a prototype system
built in our laboratory as well as some proprietary VolP sys-
tems.

3. We have proposed strategies for maintaining consistency
fast-paced online games in such a way that the ordering of
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events in such games operating under network delays is the
same as those operating without network delays.

1.7 Outline of the Thesis

In Chapter 2 we discuss related works in the areas studigchap-
ter 3 we propose a general network-control layer for fasedanul-
timedia systems. In Chapter 4, we study the offline measureaie
the mapping from controls to perceptual quality. We genezat to
online operation in Chapter 5. In Chapter 6 and 7 we evalinge t
proposed methods in VoIP and online game respectively. bBp€en

8 we conclude the thesis and discuss the possible future work

O End of chapter.



Chapter 2

Background

In this chapter we discuss the necessary background foyistuthe

problems in this thesis. The user experience of the interain

online fast-paced interactive multimedia systems can feetad by
the latency for transmitting interaction events. The eiqrexre can
be improved by play-out scheduling algorithms, but thera iack

of run-time context-aware optimization for the scheduliryhile

the objective function of the optimization is the perceptyaality,

it is not a well-model metric. Previous works tried to appnoate

it with the objective quantitative metrics, but these nustreither
require time-consuming computation or only serve as a ecamlel
of the perceptual quality. Actually, a precise measurenoérihe

perceptual quality involves offline subjective tests. Hoa/@an use
the offline data to access the online perceptual qualitystpaced
interactive multimedia is the major concern in related vgork

34
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2.1 Interaction

Interaction is the process of multiple users performingsk taith
the application. It is the most important factor of onlinéeractive
multimedia systems. For this reason, the application lesyerspon-
sible for fine-tuning the perceptual quality on interaction

In both VoIP and online games, we are interested in those sce-
narios which have fast-paced interactions; specificallgnvhsers’
average response time to events in the system are no loraer th
1000 ms. In these scenarios, there is insufficient time fondns
to tune the system controls among the interactions, whidtesthe
online generalization of offline subjective tests necgssar

The deficiencies in previous works about optimizing the epfc
tual quality on interaction are two-folded. On one handytlaek a
method for run-time perceptual quality based optimizadrihe
presentation and scheduling of the multimedia contents. th@n
other hand, they do not consider the running context in the op
mization. We first present basic definitions of the percdmuality
on interaction, then discuss previous works on optimizing per-
ceptual quality.

For most online applications, network latency can signifilya
affect the perceptual quality on interaction in fast-pacgdractive
applications. We have previously demonstrated how a 100BERs
for buffering packets transmitted in a connection with gislaan
affect the structure of a conversation in Figure 1.5.

We further demonstrate the undesirable effects in a VolBs&h
include a longer overall conversation duration, a longteriral be-
tween talk segments, and asymmetric intervals [31, 56,65 9]
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(see Figure 2.1).

In contrast to audio streaming systems, interactivity isnapor-
tant quality metric in VoIP and videoconferencing. Intenaty de-
pends on delay, which changes the way the two parties relach
other in a conversation. When delay in a session is long, paiti
would find more time waiting for the other to react and thencpee-
tual experience would be degraded. Three metrics can nmeeasur
teractivity: MED, conversational symmetry (CS) and cosational
efficiency (CE) [31,41, 76].

MED measures the delay before a speech segment is heard by
the other side. It consists of the coding time, queuing tinegyork
propagation latency, and playout delay in jitter buffers.

MED = lencodet tqueue+ tpropagation‘f’ ldecodet tplayout-

MED has a direct impact on the interactivity of a conversatiéig-
ure 2.1 illustrates how MED changes the conversationalaazn
MED changes the conversational structure as follows.

First, M ED 4 g will delay A’'s speech irB’s reality. After listen-
ing to A's speechB will need a short human response delay D g
before replying toA. Because of\/ EDp 4, B's speech will also be
heard later inA’s reality. As a resultA will perceive thaB is think-
ing unnaturally long, with a silence period &fS 4:

MSA == MEDAB ‘|‘HRDB +MEDB’A.

Similarly, with M EDp 4 andMED 4 5, A will discover the asym-
metry in the response times; thatis thinking time M S is longer
thanA’s thinking time H RD 4 in A's reality. We measure this asym-
metry by CS, which is the ratio the longest MS over the shoNKs
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A’s View
A’s View

; | s |

/
/

4 5 Time(s) // > 55 Time(s)
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/
/

B’s View
B’s View

(a) Reference Order (b) Order with network Latencies

Figure 2.2: Physical network latencies can delay the comaplef actions and
cause the reordering of completions that are different wdmenpared to the ref-
erence order.

in a user’s reality:
max MS

min MS~

In addition, both parties will find the conversation takingm@time
than a face-to-face conversation, whose effect can be mezhby
CE, a metric measuring the ratio of the time in a face-to-fzme

versation over the time in a video conferencing convergatio

CS =

__speaking timet- listening time+ thinking time

CFE . .
total time for a conversation

All these quantitative quality metrics can be used to meathe
interactivity in VOIP applications.

Similarly, in an online game, network latency can also lead t
undesirable effects inside the game, which can lead to sistancy
in the game. Figure 2.2 illustrates how network latency caprise
the order of a shooting. In the figure, a bar represents theastd
end of an attack action, for example, a bullet flying from tha ¢p
the target. When there is no latency, playewill shoot the target
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earlier thanB. However, with latencyB will find himself shooting
the target earlier thaA, even thoughA still finds her shot earlier.
This is called the reordering problem and will be furthercdssed
in Chapter 7.

Previous work has proposed methods for improving the percep
tual quality on interaction. For VoIP and videoconfernegiplayout-
scheduling algorithms have been proposed to arrange a rsanve
tion so that the conversation is less affected by the latg¢h@y75,
76,78,79,105]. Similarly, in online games, dead-reckgraigo-
rithms [2,21,67,83,118], smooth correction algorithm][88cal lag
algorithms [58,81,88,118], and local perception filter, Eb] have
been proposed to conceal inconsistencies. All these #igaosiare
controlled by their system controls to adjust the behaviecbedul-
ing at run time.

However, previous work cannot find the optimal system con-
trol(s) at run time when multiple quantitative quality mesrare in-
volved. For example, in VoIP, interactivity can be degraddukn
MED is longer, but the signal quality will be improved. In ord
games, several delay-concealment algorithms can workhegbkut
are constrained by the overall EED; and how the time-slotlts a
cated to each algorithm involves trade-offs and needs tauimed
by subjective tests. There is a lack of online optimizatityoathm
for settling these problems.

Furthermore, the setting of the system controls highly ddpen
the running context. For example, a fast conversation camdre
sensitive to network latency because a longer interval éetmthe
talk segments can be easily noticed; a fast-paced online gam
have more inconsistency than a slow-paced online game sedau
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the latter case the actions have less probability to overldgere-
fore, we should also consider the run-time context of thdiegon
during the online optimization of perceptual quality oreraction.

In this thesis, our goal is to address the deficiencies ofiguev
works. We propose online scheduling algorithms for onliast-f
paced interactive multimedia systems which consider duthet-
work condition and the running context. Details are preseri
Chapter 4 and 5.

2.2 Quantitative Metrics

Besides interaction, people are also interested in thetgpsabf au-
dio and video in interactive multimedia applications. Toasre
these qualities of multimedia applications, previous waak stud-
led using quantitative metrics to model the quality and hhappsed
algorithms for measuring it.

Unfortunately, these metrics rely on strong assumptiomngoidx.
They assume that there exists a perceptual model deriveddo
main knowledge [5, 22, 95], which is often difficult or expasto
attain due to the complexity of human perception. They atsoiae
that the model can be represented in closed-form as a funofio
features of distortion [45, 97, 100]; however the inputshe func-
tion is often incomplete.

A significant deficiency of these methods is that most of them
only evaluate the output quality of the media content, whdecon-
sidering the network condition during transmission andsyx&em
controls during run time. Without these considerationsye¢hs a
lack of the mapping from system controls to the final percalptu
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guality under run-time network condition. As a result, theihg of
the system controls to achieve better perceptual qualdiffisult.

We review three categories of the quantitative metrics enfth
lowing sections.

Full-reference. Full-referenced quantitative metrics provide com-
plete perceptual models that can measure the perceptudlydoa
any scenario of video or audio.

VQM [69] is a standardized method for measuring video qual-
ity. It first aligns the video spatially and temporally witietoriginal
video (called theaeferencg, then calculate the loss of spatial infor-
mation, the extent of the edge artifacts, the change of stdlalition
of the colors, the extent of the sharpened edge, the spetrgloral
interaction, and localized color impairments. After théca&ation,
it will poll these sub-metrics into an overall score. Thersas nor-
malized to O to 1 (with some extra cases larger than 1), thatgre
the better.

VSSIM [97], on the other hand, uses structural distortiomas
estimate of perceived visual distortion for measuring wideality.
The author extended the SSIM metric [96] for image qualitynea-
sure the video quality by considering the extent of the nmotio
the video frame. The algorithm also needs the reference\adet
compares the distortion frame-by-frame.

For measuring audio quality, PESQ [6] is a widely used stan-
dardized algorithm. Similarly, the algorithm first align andio clip
with the reference audio, and then calculate the scoredegpthe
distortions, errors, noise, and delay in the clip.

PEMO-Q [43] is a metric specific for measuring voice quality.
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utilizes “internal representations” of the voice signairtgprove the
precision of the assessment. Still, it needs the high-tyuatierence
audio for comparison.

In summary, these metrics require to compare the full rangrd
of the video or voice content played at the receiver's maeith
the original content (i.e. the reference) at the sendenéfbee, they
need an auxiliary channel for transmitting the output inrédeeiver
back to the sender in order to calculate the quality. Thiscoengest
the network and increase round trip network delay. Furtthese
metrics do not consider the impact of the network conditmithe
guality of the media content; therefore, we cannot estirhate the
network condition can affect the quality when tuning netkwoon-
trols.

Reduced-reference.Reduced-reference objective qualitative met-
rics transmit partial features of the output back to the sefa the
comparison with the reference. The features are small, andes
duce the overhead in transmission.

Representative works of reduced-reference objectiveitqtia
metrics include PSQM proposed by Lu et al. [57] for measuviRg
sual distortions with features with which human perceiewitdeo.
This metric pay attention to certain area of visual signa tuthe
following factors: salient features in image/video, cuesif domain
knowledge, and association of other media. In this way, nt redy
on partial part of the reference video in the assessment.

Anther partial metric was proposed by Winkler in his studyg]L.
This metric utilized many aspects of the visual system,uidicig
color perception, the multi-channel representation oftdraporal
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and spatial mechanisms, contrast sensitivity, and therespprop-
erties of neurons in primary visual cortex. Similarly, incase par-
tial clip to assess the quality.

No-reference. To further reduce the overhead, no-reference objec-
tive qualitative metrics have been proposed. These metthodot
require any reference for comparison; therefore, only tturesof

the quality is conveyed back to the sender, which signiflgaaves

the transmission bandwidth.

To fulfill the goal of no reference, Keimel et al. [50] have ex-
tracted features directly from the NAL units in the H.264@\bit-
stream. From each slice in the NAL unit, it attains the follogv
features: bits, average QP, motion vector length, and matator
error. They then used partial least squares regressioninoats the
quality with features without the reference.

Lu et al. [57] and Winkler et al. [102] also modify their meth-
ods to work without the reference, with a reduction in thecimien
of the estimation. This is done by removing the features wian
only be gained from the reference video. By only using the-blu
riness and blockness features, the methods can estimageidhty
using merely the distorted video clip.

Deficiencies. Even though the reduced-reference and no-reference
objective qualitative metrics have reduced the overhe#uarnrans-
mission of the recorded media, there are still deficiendias need

to be addressed. First, since the inputs of the model araré=at
extracted from the output, there is a lack of mapping fromti@dn
inputs to perceptual quality, which is unsuitable for gnglthe run-
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time adjustment of system controls. Second, without camsid the

network condition, the metric cannot adapt to non-statpraand

fast changes of the network environment. Finally, domaiovkn

edge from experts are difficult to obtain. Such knowledgeeis/v
application-specific and is not generally available for dtrmedia

system.

With these considerations, in this thesis we do not adogibive
gualitative metrics to evaluate run-time perceptual qualRather,
we directly discover the mapping from system controls tacepf
tual quality by offline subjective tests and then generaligeresult
to online network conditions. In this way, we can guide the-ru
time optimization of online multimedia systems with botlegise
estimate of the resulting perceptual quality and small lozad.

2.3 Subjective Measurement of Perceptual Quality

Subjective tests, although expensive to conduct, provhéemost
precise way to evaluate perceptual quality. Related woflsib-
jective tests generally have two assumptions. First, whehiim
ple subjects are asked to evaluate a system, their resptmfes
test are independent and identically distributed (IID)oj8ats have
equal expertise in evaluating the system. These assursplmw
researchers to use statistical tools to analyze the tagtseSecond,
sufficient time for each test is necessary, and the testaducted
offline in most cases. Test time can be on the order of minutes o
longer according to the type and content of the subjectseste
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2.3.1 Types of Subjective Test

Subjective tests can be based on either absolute or paiasgass-
ments. We have briefly introduced them in Section 1.2. Insbis
tion we describe the details of these methods, which aressacg
to understand why pairwise assessments are adopted andhapw t
will relate to just-noticeable difference in the next seuwti

In absolute assessments, a standard method is to evalua&a m
opinion score (MOS), which is obtained by asking subjecteeto
port their opinion using an absolute category rating andaiyng
an algebraic mean of their opinion when evaluating the samte o
put [71,87]. Using absolute assessments imposes a totat ord
perceptual quality, which may differ from reality. For iaate, two
scenarios in VoIP under different MEDs may lead to diffenater-
activity and ASQ, but neither may be perceptually bettenttiee
other in subjective tests.

In contrast, in pairwise assessments, subjects are asklegtr-
wise comparisons of two observed outputs under differentrob
input settings and to choose the setting leading to the owtfh
better perceptual quality [6, 33, 54, 87]. Specifically, jsats are
asked a question on two scenarios under different systertnoton
assignments, one using the original setting r&fsrencg, and the
other using a modified setting (asference+ modificatior). The
two scenarios are presented in a random order. Each sulgject c
choose either alternative or answer undecided. When rreultiyib-
jects are asked to do pairwise comparisons, the numbermimess
from those preferring one over the other is statisticak theasured
by thesample awarenesd, or the fraction of subjects who answer
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correctly to the question posed.

Pairwise assessments have higher complexity than absadute
sessments because the Cartesian product of combinatioastodl-
input settings must be tested. In practice, pairwise assds have
difficulty in handling more than one control input and morarth
two quality metrics. Heuristics must be employed to limé g#earch
space.

For example, simplifying assumptions on the relation ansuiy
jects’ opinion were made in a previous study [77] to limit #sarch
space. This method assumed one control input, therebylygreat
duced the complexity. Further, it assumed a linear reldistmeen
subjects’ noticeability on the difference; in this way thedrl of the
comparison can be simplified.

For another example, the result of pairwise assessments of i
dividual control were simply pooled together using a weighév-
erage [38]. This oversimplifies the relation among the sthje
opinions on multi-dimensional controls.

Note that while absolute assessments give a total order Bn pe
ceptual quality, pairwise assessments only give a parntiEroOnly
when all the alternatives are comparable can the two be algui

Pairwise comparison-based subjective tests are widelg use
subjective quality assessments because they do not rely ab-a
solute standard and allow non-experts to obtain relialdalte for
hard-to-differentiate differences between two stimuln. study the
precision of this method with non-experts, there were nevivorks
on analyzing the error and convergence of such subjectsts. té
simulation-based analysis showed the relation among btithe
number of subjects, and the RMS error [53]. The effect dueuto h
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man error was also discussed. The result of pairwise cosgari
based subjective tests was used to guide the optimizatisceddble
video coding [54]. In this application, the cost of subjeetiests is
high due to the combinational increase in the scenarios tedied.

In this thesis, we assume pairwise assessments becausesian
subjects without domain knowledge can easily detect tHerdifice
between two scenarios. We use pairwise comparison to refer t
pairwise assessments in later text to emphasize that aszsetssare
done by comparison.

2.3.2 Just-Noticeable Difference

Just-Noticeable Difference (JNO§ a concept tightly connected to
relative assessments. JND is the minimal change of an imgut (
multiple inputs) that can be perceived in output by humansias
been employed to study human perception in numerous apphsa
including light intensity, brightness, loudness of sousal] various
multimedia applications [27, 28].

JND is a statistical concept defined with respect to giveareness,
which is defined as the fraction of sufficiently many humanects
that can correctly identify the output caused by the changpeudt,
when the original inputre f) and the changed inputdf + mod)
are presented one after another in a random order. With #fiisid
tion, a 75% awareness level is generally used in psychophgsid-
les [27,68,115,117]. Under this awareness level, IND iatheunt
of change of reference input f in order to achieve 75% aware-
ness:JN D(reflawareness = 75%). Obviously, awareness is the
asymptotic form of sample awareness in pairwise compasisti
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we are interested in the awareness of a changed irgfut+ mod
from the referenceef, we can define JND as an awareness func-
tion: p(ref, mod), wherep is the fraction of humans perceiving the
change fromref.

JND has attracted interests since Weber’s proposal in th8’'4.8
[27]. It states that, under given ability (awareness) tccese a
changeA[ in response to the intensifyof a stimulus A7 and! are
linearly related:

AT
1
The measurement of sensations was later studied by Feckinler [

who chose JND as the unit of sensation. By setting a zero point
(fixed referencd,), he extended Weber’s Law into Fechner’'s Law
and developed a differential equation that relates peimept(aware-
ness) tal, leading to a logarithmic relation:

= k (for constank and awareness) (2.1)

S « loglI (forgivenly). (2.2)

Stevens subsequently argued that Fechner’s Law did noyslaad.
He proposed Steven’s Power Law that modeled the relation ex-a
ponential proportion [86]:

S oc I* (for stimulus-dependent exponeajt (2.3)

Thurstone further proposed more complex models on the bofpu
comparative judgment for finding JND [91].

Other researchers have studied the relation between ag&men
and modification for a given reference (gbsychometric function
These models tend to be an S-shape curve, such as cumulative n
mal, logistic and Weibull models [28]. Recently, modelsifrsignal
detection theory are also popular.
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The above studies have led to analytic models relating JND, i
tensity, and awareness. Their advantage is that they deeqatre
expensive subjective tests when applied, but they are walyaltrue
in applications with complex mapping between controls asd@p-
tions.

With the models of psychometric functions, researchersg lav
vestigated methods for finding their parameters. The mgstilpo
method is calledViethod of Constant Stimulilt asks subjects to
compare the reference and the modification and to deterntinghw
one is brighter/stronger in intensity. After changing thedification
several times using algorithms like PEST [90] or QUEST [98],
calculates the parameters from the results. The disadyawofehis
class of methods is that they only provide the psychometmc-f
tion for a given reference and requires Weber’s law to gdizerthe
results to other references.

Our proposed method in Chapter 4 is also a method of constant
stimuli but relies on dominance property to sample the dathger
than on Weber’s or Fechner’s Laws to generalize the resnitena
given reference.

A wide range of multimedia applications have benefited from
the use of JND. It is an effective quality assessment mettesd b
cause it ignores distortions and errors that are not ndilegQ8].

Its usage can be further extended to applications of sigimajces-
sion in run-time quality estimation when compressing insa§2],
video [49, 73], and audio [3]. JND can also help in deterngnin
control thresholds, such as guiding the insertion of waseks in
images [101]. It has been used in computer graphics to snoadth
transitions in animation and to make artifacts unnoticedfbd, 94].
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Table 2.1: Representative previous multimedia applicatissing JND.

Multimedia .
Area ) Reference Stimulus Model
Topic
Luminance masking
. factor is linear with
Image [92] Luminance ) ]
, medium to high
Signal )
. background luminance
Compressio - -
Video [49,73] Contrast Exponential
Audio [3] Loudness Square Root
Locate JND
where the HVS can
just distinguish
3D Levels-of-detail J , g
[14] the difference
Models (LOD)
between two LODs,
assuming Weber’s Law
is satisfied
. Reuse the JND in
Watermark Image [101] Luminance , _
image compression
ualit , . The sensitivity fits to
Quality Video [98] Intensity _ Y ,
Assessment an exponential functior]
Haptic . - .
, . Velocity Multidimensional
Virtual Data Reduction [36] ”
_ . / Position Weber’s Law
Reality and Transmission
Head-Mounted Cumulative
, [1] Delay
Display Delay normal

It has been used to model thresholds in haptic-force fedddagd6]
and head-mounted display delay [1] in virtual reality in@rtb en-
sure natural and comfortable feeling. There were recenicapins
on mobile video perception [113] and visual analytics [19]he
models used by the representative works are summarizedbie Ta

2.1.

As shown in Table 2.1 The common deficiency in these appli-
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cations is that they rely on the simplified linearity, lodglamic or
similar assumptions stated earlier. Our proposed modehapter 4
overcomes this limitation and provides a more accurate JNface
that can be generated using a few subjective tests.

2.3.3 Subjective Measurements of Perceptual Quality in Mul
timedia Systems

In this section we list representative previous approafdreseasur-
ing perceptual quality in multimedia systems with subjextests.

VolP  Two International Telecommunication Union (ITU) standard
have been adopted for measuring the perceptual qualitylia Vo

ITU P.800 [46] prescribes listening tests for voice. As adtad,
it presents in detail the setup and materials for subjectges. It
also compares degradation rating, pairwise rating, anthtieshold
method for rating. However, it does not provide an efficiezst t
method for reducing the number of tests.

ITU P.910 [48] defines procedures for testing the non-ictara
one-way quality in videoconferencing. Similarly, it prese the
setup and contexts of the test sequences, and introduess test
methods, namely, absolute rating, pairwise rating, andadizgion
rating. Depending on the test method (conversational tenisg,
absolute or comparative), it can cost hours or days to firlisthe
tasks of the tests. Furthermore, to measure the intergdiria full
measurement of perceptual quality, it should be used alatig WJ
P.800 [46].
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Online Games Zander et al. [116] and Chen et al. [11] tried to mea-
sure online-game player- sensitivity with quality of ses/(Qo0S).
The former collected the running metrics of the game sentdhe
same time collected users’ opinions using questionnawdmd the
relation between objective and subjective quality metridee latter
collected the network latency and the loss rate of each aiome
and measured the playing duration of the user using thatemiam,

to find their correspondence. The authors found that useegam
playing time is strongly related to the network QoS and istapimal
indicator of user satisfaction.

Chen and EIl Zarki [13] studied perceptual effects of incensi
tency in online games. It broke down the QOE into three factor
namely, the responsiveness, precision, and fairnesentoposed
the mapping function between them and QoE.

M. Claypool and K. Claypool [20] focused on the effects of-net
work latency in online games. The tests in these methodsaine
require playing different scenarios of a game, therefagquiring
many hours for the entire suite of tests.

General Multimedia Systems Chen et al. [12] adopted method of lim-
its in psychophysics to measure perceptual opinion. Thegatedly
changed the system controls to test the point that subjeatd oot
tolerate the quality (subjects indicating this by clickitngir mice).
Consistency over the test results was checked after theumseas
ments to remove outliers. The system controls are then adopt
as the minimal running requirement for such condition. Heasve
generalization is discussed in this work by only testingfal con-
trol inputs one by one. The authors admitted that they needra m
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efficient way to perform the tests, considering the large Inemof
combinations.

Wu et al. proposed a similar method [104] which used the naetho
of comparison to measure the subjective QoE regardingraysia-
trols, without providing a generalization method for oeledaption.
They further proposed a general framework on QoE but did ret p
vide a detailed algorithm for online generalization [106].

Deficiencies These approaches cannot perform the measurements at
run time due to the long testing period. Furthermore, théia®

tests examine only a small subset of combinations of comtpnlts

and network conditions, and are generalized to run-timelicions

using some heuristic methods. Because there are very dirodm-
binations of conditions examined offline, the general@atio un-
known run-time network conditions is problematic and diffic\We

solve the first problem in Chapter 4 by an efficient subjeetbst
method that utilizes the dominance property, and the sepowio

lem in Chapter 5 by a real-time generalization algorithm.

2.4 Run-Time Operations Based on Perceptual Qual-
ity

Because an interactive multimedia system is running intieal, the

operation need to be controlled at run-time to achieve thanap

perceptual quality under different conditions. To achithis goal,

previous works have studied the mapping from system cantol

gualitative quality metrics as well as the generalizatidroffline
subjective-test results.
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2.4.1 Mapping from Controls to Quantitative Quality Metric s

These works aim at finding out the mapping from system cantrol
to quantitative quality metrics rather than perceptualigualhey
assume that network conditions are predictable and stagpand
guantitative quality metrics can be directly used to depeeceptual
guality (which is not true according to Section 1.2).

There are ITU standards that aim to estimate the quanstativ
quality metrics according to the quality of traffic (the netk band-
width, network latency, and loss rate), as well as the cogiag
rameters (the coding bitrate and the resolution). Exampfi¢sese
works are ITU-T G.107 (a.k.a. E-model) [47] for VoIP and ITU
G.1070 [35] for videoconferencing.

ITU-T G.107 [47] helps transmission planners have a prexsse
sessment of user satisfactions of the end-to-end tranemigerfor-
mance. It uses many transmission-impairment metrics tutzk
the overall satisfaction rating. It further adopts the rooomse and
the quantization distortion in the compression as factothe rat-
ing.

ITU G.1070 [35] was built upon ITU-T G.107 and added the pa-
rameters for measuring video quality, including resolutigideo
frame loss rate, video frame rate, and video bit rate. Algiou
they are high in precision, both G.107 and G.1070 rely on dama
knowledge and a large number of subjects to develop, whiiimes
consuming and expensive.

Egilmez et al. [25] proposed to optimize the scalable videzasn-
ing by a quantitative quality of metrics to guide the flow. hgget al.
[55] studied the optimization of quantitative quality me$rguided
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multi-cast in multi-player online games. Deficiencies ash meth-
ods include the fact that network condition in real systesnsan-
stationary and can only be predicted in a short future, abasdahe
fact that perceptual quality does not have a well-definedtfan of

guantitative quality metrics.

Some systems collected user opinions offline as feedbaal-to a
just quality. With the feedback, they tried to find a guide loé t
adjustment of perceptual quality at the end of a multimedis: s
sion. They assumed that coarse opinion about the overatrexe
rather than the precise evaluation is of interest.

An example of this type of method is that in Skype [84], after a
session the system sometimes provides a window to ask fagrat
for the conversation. This cannot be used at run time whengke
is talking; therefore, cannot optimize online performance

Because only an overall coarse perceptual opinion is delliec
these methods cannot guide the optimization of specificrobaot
the system at run time, thereby cannot solve our second earobl
stated in Section 1.4.

2.4.2 Generalization for Online Optimization

To solve the same problem regarding the generalizationlgmob
aforementioned in Section 1.3, several past efforts haea lben-
tributed to the development of general methods for optingizhe
perceptual quality of multimedia systems directly by tungystem
controls. These methods explore a partial space of mapfriogs
controls to perceptual quality in offline experiments andegalize
the limited offline results to run-time situations using solneuristic
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methods (either statistical or non-statistical).

Huang et al. [39] used a heuristic weighted linear functmeg-
timate the combined impact of the Internet variations arstesy
adaptations in order to optimize the interactive multinaegith least
flicker. Evolutionary algorithm was employed to find the msigh-
ilar mapping to the current network condition. The correspog
control was then used in the system. Since the mapping wasi fou
only by similarity of scenario and metric of flicker, we do rkotow
whether it can guide the system to achieve the optimal parakp
quality.

Sat and Wah [77] proposed a statistical method for seara¥fing
fline the optimal control (only one control) of a VoIP systenda
then generalize them online using a learned SVM. Huang [48] p
posed a modified version of Sat and Wah’s method for a video-
conferencing system. They have similar limitations: thepmiag
IS generalized from several representative test cases hinega
learning algorithms. Because a machine-learning algoridgquires
a large number of training samples to ensure the accuraegntiall
number of test cases in these methods cannot ensure rejeide-
alization.

These methods have four deficiencies. First, network sinouls
via offline models is inadequate to model all possible rametcon-
ditions because it is highly parametrized. Second, witlpyaper
network layer controls, it is unclear how the real Interlagter con-
ditions can be mapped to those simulated network layer tondi
Third, it is difficult to select the proper set of offline tesigproperly
cover the large space of controls and network conditionthelarge
selected set is inadequate, given the cost of doing swgdetsts of-
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fline. Finally, generalization of these methods is difficslhce the
model to cover the space of controls and network conditisns
known.

To address the first two deficiencies, we only handle the per-
ceived network conditions during subjective tests butédhae adap-
tion to different real network conditions to the networkatl layer
(Chapter 3). We address the third deficiency by an efficiebjesu
tive test method which utilizes the dominance property tecteep-
resentative test sets (Chapter 4). We address the finaleteficby a
real-time generalization algorithm that can cover the wtaantrol
space and adapt to any network conditions.

2.5 Summary

In this chapter we have reviewed necessary background fi@run
standing the problem stated in this thesis. We have furtiast
tigated previous works on optimizing online interactivelimedia
systems to see what have been done and what have not beeth solve
At the end of each section, we have listed the deficienciehasd
previous works and described how they can be solved in laggr-c
ters. These can help understand the relation between psawiorks

and our work.

O End of chapter.
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Network-Control Layer

3.1 Overview of Strategies for Maintaining Stable
Multimedia Session

Real-time multimedia session requires a stable networkliton
for the transmission of packets. We define stability as ¥adlo

Definition 3.1.1. Stability. The continuous playout of the multime-
dia content and events without sudden pause or significaalitgu
degradation.

The maintenance of stability require a low network latenag a
low average loss rate, because medium to high loss rate dayg de
can impact the reception of real-time multimedia data, aegrthe
experience of interactions, or even lead to a pause of tlssseAs
connection through the Internet can have delays and lossrpat
that change rapidly over the whole session, to allow anygasetd
interactive multimedia systems to run under a stable nétwon-
dition, we need to have a specific layer to rapidly respondchéo t
network environment and decide on which method to utilizetse

58
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passing the packets to the application layer. We call thyisrldhe
network-control layer.

To simplify the discussion in this chapter, we have two agsum
tions regarding the multimedia applications we study:

Assumption 3.1.1.Constraints from the application leveAs have
been mentioned in Chapter 1, the application layer passggire-
ments on loss ratey £ D and minimal required bandwidth as hard
constraints. For illustration in this chapter we assume #werage
loss rate to be lower than 5%, as most codeces can encourdby pr
lems when it is above this value, and games can have incensist
events among the views of players. We further assume thedli t
less than 400 ms (a common minimal requirement of real-tmes-
active applications). The minimal bandwidth is set to be KOs
as most real-time multimedia applications, especiallyewvicbnfer-
encing applications, require at least this bandwidth.

Assumption 3.1.2.Limitation of Loss concealmentThe built-in
loss concealment strategy in videoconferencing and orgaraes
can tolerate at most 2 continuously lost packets. This apiam
can be justified in that the video codec for videoconferenasing
P frames with intra-blocks can conceal such losses, andoecmlilec
as well as online games generally use three-way piggybgakiat
can recover at most two continuous lost packets.

3.2 Problem Statement

There are three types of network impairments that can sogmfiy
affect the stability of online fast-paced interactive nm#dia sys-
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Figure 3.1: lllustration of a sudden increase in networkray and a high loss
rate. Red points indicate lost packets.

tems.

First, network congestion can fill up the buffer, force paske
wait in the queue for a relatively long duration, leading targe in-
crease in latency, and significantly postpone the playordaiftime
multimedia contents and interactive events. Figure ustithtes the
case where network delay suddenly increases from a low geelex
lay to a high latency. During the change of the delay, we hdoa@
period that cannot receive any packets. This will unavdidédad
to a pause of the interaction.

Second, even though the network condition has been greatly i
proved nowadays, the connection can still have random dodse
to transmission errors in wireless environment or smallgestion
in the link [110]. Most modern video and audio codecs havé-ui
loss concealment mechanisms that can tolerate small lobesg
ever, they can only tolerate at most a 2% random loss rate. éAs w
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Figure 3.2: lllustrations of a trace with three groups okthpacket consecutive
losses and other random losses with less than two consedosises.

have assumed our applications can run in a link with at most 5%
random loss rate, we should bridge the gap between thesesso |
rates. Itis worth mentioning that retransmission is nositela for
fast-paced interactive multimedia because the doublesitnggsion
time can result in a significant pause in the multimedia sesstig-
ure 3.1 depicts a link with more than 2% random loss througtineu
session, which shows a long-term behavior that cannot beatield.
Third, interactive applications are not as robust to consee
losses as to random losses. When multiple packets are remwedc
within their time limit, correlation between video and amdliames,
as well as game events, can be lost. Furthermore, some qoldees
redundant data in the next few packets in order to recoveloste
packet. When these packets are lost at the same time, we do not
have other means to recover them. The artifacts caused tchano
concealed. Figure 3.2 shows a connection with groups okthre
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consecutive packets. It is noticed that more-than-two ecuisve
losses generally appear in a link already with many lost etsck
However, there are only three groups of three-consecuissek in
this link. It indicates that the prediction of consecutigedes is im-
practical. Rather, we should reduce the random loss rateid the
occurrence of consecutive losses.

To further demonstrate the problems, we have conducteda lar
scale network experiments with a worldwide overlay netweldkn-
etLab [18] to analyze the situation of network impairmentpoint-
to-point links. For every two node of the test set, we synolz®
their clocks using the NTP protocol [62]. We then transmitRJD
packets with sequence number and time stamp inside forlaatuy
the one-way network latency and the loss rate. The trangmisste
are setfrom 100 Kbps to 1000 Kbps, equally separated at Srtrign
sion rates. For each transmission rate, we collect the mktinace
for 1 minute, stop for 10 seconds to avoid interference, gwetch
to a higher transmission rate, until we reach 1000 Kbps. \&eras
that in the same link the 1-minute long-term network cooditivill
not change significantly; therefore, statistics on linkembed in
different rates can be treated as in continuous transmissio

Because the Internet is unlimitedly wide, it is not possiblenu-
merate all possible network patterns. Rather, we study ¢twark
behaviors with these representative network traces t¢etlefrom
a sufficiently large overlay network above the Internet, agcur
best to extend its sampling period.

With the experiments, we have collected 11,935 valid traces
2012/9/4 and 2012/9/5. According to our assumption reggrthe
loss rate £ 5%) and latency< 400 ms), we filter pairs of nodes that
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cannot satisfy this requirement. Finally, we have 8,518etsafor
analysis. Traces can provide the benefit for repeated ewpats,
which cannot be done by online experiments because the rietwo
condition tends to change after days.

Table 3.1 summaries the statistics of the traces. For each,tr
we are interested in three types of statistics.

We calculate the average, minimal, and maximal one-way net-
work latency, because they represent both the ordinargdatand
the extremely high latency when a network congestion ocddies
do not calculate delay jitters because we have observedhtived-
days network, the high jitter occurs only when there is nekveon-
gestion. The highest value of the maximal latency is so hingtt t
it significantly increases the variance of the latency in wiele
link, while it does not mean the link has a consistent deltgtji
Therefore, the maximal latency is more suitable for our gsialof
network impairments that can disturb the transmission.

We also attain the average random network loss rate, fontthat
directly affects the quality of the received multimedia tort. Note
that we do not consider the many late arrived packets in aarktw
congestion as random losses, as they are caused by diffecéons.

Further, we count the occurrences when less than or equal to
two, as well as when more than two consecutive lost packets ar
observed. We further calculate the sum of them in each litles€
statistics can provide useful information about the freapyeof the
consecutive-loss impairment. To sum up the statistics @ dak,
for all the statistics mentioned above, we get the maximutherin
throughout all the traces, in order to observe the most exdneet-
work condition that we need to handle.
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The results in Table 3.1 demonstrate our statements on the ne
work impairments above.

First, the network latency generally remains at a low letel,
can suddenly increase to as high as several seconds. Thisl &wd
to a disruptive pause in the session. Second, although tit®ma
loss rate in most links are low, there are several pairs oéaahich
have a random loss rate higher than 2% and lower than 5%. We
should reduce such loss rate to below 2% by loss concealment i
order to maintain the smooth progress of a multimedia aafin.
Third, we notice that most consecutive losses are correspgro
less than or equal to 2 packets. This supports that mostnradia
applications have the ability to tolerate at most 2 conseeubst
packets. On the other hand, the more-than-three consedasises
seldom occur, but they do exist. This adds difficulty to thediction
of their occurrence.

With these observations, our research problem is, how we can
build a general framework for the stable transmission af pased
interactive multimedia data through the Internet. The tromal
point of this problem is that we should decide in real-timeachkh
method we will adopt to settle the network impairments. Bsea
fast-paced interactive multimedia applications have hat tigayout
deadline of multimedia content, if the method is not chosadfi-s
ciently fast, network condition can change, and the netvogsair-
ments cannot be handled correctly.

Our approach to solve the problem is to combine previous meth
ods for handling the network impairments, but with a novethod
that can dynamically decide which previous method we widl irs
real-time. The mechanism is based on efficient online testthe
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availability of the assumption of the previous methods. &&se we
only use the necessary method when it can be used, we do not re-
duce the network bandwidth if reducing it does not help ehse t
network congestion. Further, we do not waste the valualigark
bandwidth to transmit too much redundancy due to wrong @stim
tion of the network condition. We will show that with the paged
method, the network impairments can be better solved, velithe
same time, the throughput of the application can be inctease

In this chapter, we first discuss previous work for solving th
network impairments in Section 3.3 and their limitationse YNen
propose the real-time method for deciding which previoushoe
we should adopt to solve the impairments according to theentr
network condition in Section 3.4. Finally, we evaluate thegosed
method in Section 3.5.

3.3 Methods for Solving Network Impairments

Our goal is to build a general framework for solving netwarlpair-
ments. Inside the framework, previous works are adoptediddlen
ware for settling specific problems. As we do not enforce tethad
for each problem, these previous works can be changed vhtr ot
existing works. We review in detail representative methasisd in
this framework and their limitations, especially the asptians in
practical usage. We illustrate the condition where thesthouks not
work. We leave our method for determining the usability aéth
middle ware in Section 3.4.
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3.3.1 Congestion Avoidance

As aforementioned in Section 3.2, network congestion canrin
high latency in the transmission, which will lead to a sigraht
pause in the interaction and impact perceptual qualityturately,
this impairment can be settled by congestion avoidanceitigus
which are generally referred to as rate control algorithms.

Congestion avoidance is a popular research topic for deca#de
number of rate control algorithms have been proposed teeeld
proper transmission rate in the network, especially theeshbnter-
net, to avoid high packet losses or delays when the netwaréns
gested [8, 9, 32, 66]. These algorithms generally providegrer
bound of the transmission rate, indicating that below thesttans-
mission can be stable, and beyond this the transmissioneanith
of control.

These algorithms can dynamically adjust the transmissiidimeo
application, and avoid the congestion caused by the apiplic#-
self, with a sacrifice of the transmission bandwidth. Fig8u@ il-
lustrates how a congestion avoidance algorithm TCP-FlyeRdte
Control (TFRC) [32] reduces the transmission rate to avaither
congestion in the link, which reduces the network latendjpéonor-
mal level, and maintains a loss rate that is below the uppandbo
(5%) prescribed in our assumption.

The goals of any rate control algorithm are to have a chaniiel w
a stable bandwidth that is TCP-friendly (in the presencetbéio
TCP traffic) and to have a bandwidth that can satisfy the requent
of transmission bandwidth given by the application. Theteaork
of the algorithm is presented in Algorithm 3.1. A rate cohaigo-
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Figure 3.3: lllustrate of a congestion avoidance algoriihna link. The high
delay at the beginning of (a) being reduced in later transimisshows further
congestion is avoided.
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Algorithm 3.1 Pseudo code of a Rate Control Algorithm
1: Initialize the average transmission rdtét Rateinit -
2: while not end of the sessiato

3: Receiver measures the loss event rate and sends back to.sende
4; Sender uses the feedback packet to estimate RTT.
5 With the loss event rate and RTT, sender uses the throughpatien to calculate

the new transmission ratekt Rateayg.

6 if PktRateayg > 2Pkt Raterec then

7 PktRateayg = 2Pkt Raterec,

8 end if

9: Sender transmits at the new rdtét Rateayg.
10: end while

rithm allows small variance of the transmission rate whieing
the average transmission rate at the calcul&tetiRateayg.

The algorithm generally converges in less than 1 minute.|&Vhi
it may induce a very high transmission rate at the beginningill
soon reduce to a reasonable rate. Therefore, the overhelad al
gorithm can be omitted after the algorithm finishes its afitiation.

When congestion avoidance algorithm works, it can provitde a
upper bound of the transmission rate, under which we carysafe
transmit the packets without worrying about the occurresfdagh
loss rates and delays. When it does not work, we have to use a
conservative transmission rate (e.g. 100Kbps).

The deficiency of rate control algorithms is that, in some-con
nections the congestion is not caused by our applicatieif,itisut
remote applications which we cannot control. Under thatidan,
further reducing the transmission rate will be meaningldsgure
3.4 illustrates a link on which, while TFRC is changing tregmis-
sion rate, the delay is not affected. It indicates that thgestion is
caused not by queuing but by the router dropping packetsadtnet
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Figure 3.4: lllustration of link where congestion avoidaralgorithm does not
affect the network latency. The delays in (a) remain at adotin ms no matter
how the transmission rate changes.
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inability to process incoming packets.

3.3.2 Prediction-Based Redundant Packet Mechanisms

Random losses larger than 2% can degrade the quality of the mu
media content. Previous works have tried to solve this gmohkby
sending redundant or parity data.

Forward-Error Correction (FEC) [72] utilizes parity to cect er-
ror bits during the transmission. In multimedia, the Reetb®on
error correction version of FEC is adopted to recover loskpts.
Specifically, when we send more parity packets along with the
original n packets, we can recover at maslost packets out of the
n + k packets during the transmission. As we can only perform the
recovery after we have received thg@ackets, we need to allocate a
buffer for receiving all these packets. This may cause datemcy
in the interaction, and the trade-offs will be discussed lim@ers 5
and 6.

Piggy-backing sends copies of the original packet along tié¢
subsequent packets. In this way it can reduce the latenayeibing
a number of packets before decoding them. However, becaigke p
ets larger than MTU are forced to be divided into segments; on
piggy-backing with small packets are meaningful. Stille #xtra
latency can delay the interaction.

While FEC can incur extra transmission rate for the paritgkpa
ets, piggy-backing does not significantly affect the nekvawndi-
tion in packet-switch network because the transmissiorackei-
BY-packet. This is also a factor in the consideration of chiog the
suitable mechanisms for protection.
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When prediction-based redundant packet mechanisms werk, w
can reduce the loss rate that the application layer will greecto
below 2%, thereby allowing them to present media with higaligy
and less interruption. When they do not work, we have to heattna
lost packets with loss concealment methods.

The deficiency of prediction-based redundant packet mesimsn
are that they may consume extra transmission bandwidth. daaC
consume transmission bandwidth, resulting in less bartiwiat
transmitting the original data. Therefore, to transmibdstticiently,
we should determine how much redundant data we should transm
in real-time. Piggy-backing only increases the bitrate it the
packet rate; therefore, it may help save the queuing timeimes
network condition. However, as aforementioned, it doeswark
when the packet itself is already large, which limits itsgesan mul-
timedia applications.

Both FEC and piggy-backing require precise prediction &f th
future network condition to efficiently utilize the bandwhdand the
buffering time. The prediction is based on the stationaxy @re-
lation assumptions, which will be detailed discussed inise@.4.

As an example of poor performance when the assumptions tanno
be satisfied, Figure 3.4b illustrates a network conditiowlich the

loss rate changes without predictable patterns. If we @eitid re-
dundancy according to a short window, the loss rate will gleaunp

and down, and the bandwidth will be wasted.
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3.3.3 Loss Concealment

Consecutive losses drop the context of the multimedia cisitee-
sulting in a pause in the content, which can hurt the peregpfual-
ity. Many codecs and applications have built in mechanisrasdan
progress even with a few lost packets. Generally, at mosh2am
utive lost packets can be concealed, which meets our oligeTva
the large-scaled network measurements in Section 3.2.

As a last resort, loss concealment is weak at handling high lo
rate and high delay jitters, but strong at recovery of unigtable
losses. Because it is built-in function, using it will notur extra
usage of transmission bandwidth. Therefore, it can alwaysded
as a stand by mechanism. Its deficiency is that it can handtesit
2 consecutive losses. We need prediction-based redundakétp
mechanisms for reducing the number of consecutive lossesiin
2 packets.

3.3.4 Framework for Combining Network-Impairment Settling
Methods

We combine the above methods in our network-control laydolas
lows.

To reduce the instability of the transmission, our firsttsgg is
to avoid the congestion in the link, because congestion maince
uncontrollably high delay and cause many late packets dratat
be recovered. Our second strategy is to recover the erraodudy
a few random losses or late packets with redundant packetg be
sent along with the ordinary packet if the link is sufficigrdtation-
ary and has certain correlation between the recent pastame be-
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Table 3.2: Summary of previous methods used in the netwonkraol layer

Problem Method Assumption Deficiency
Sudden Increase of . . Congestion caused Waste
Congestion Avoidance i )
Network Delay by local client bandwidth
. . | Waste
Random Loss Redundant Packet Stationary and Correlative i
bandwidth
. Loss<= 2 consecutive
Consecutive Loss | Loss Concealment
packets

havior. We also expect that redundant packets can help eecoe
packet when 3 consecutively lost packet occurs. These tpastpf
strategies can be done shortly before the data is transhaitte are
preferred.

Because the network behavior varies fast and can be unpbl#c
we have to handle low level of losses that are left after tloégation
of the above strategies. In this case, we resort to loss atmeat
strategies to recover the lost data due to at most 2 congedast
packets.

We summarize the methods we use in the network-control layer
in Table 3.2, along with the requirement for the methods toamd
their deficiencies. The priority of the usage is from highow In the
table. As a sudden rise of network latency can interrupt riuest
mission, our first task is to avoid its occurrence with the @&ntrol
algorithm. We then tackle the remaining random losses bwyrred
dant packets if the assumptions for the prediction can hsfieak
Loss concealment is the last resort for the losses thatatithot be
corrected.
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3.4 Tests of the Usability of the Network-Impariment
Settling Methods in the Framework

In this section we discuss how we determine at run time which
network-impairment handling method is adopted in the nétwo
control layer for fast-paced interactive multimedia. Agaiur goal

is to provide a general framework for existing strategiedittan
rather than reinventing them. Therefore, the tests areitbeskcin a
general form.

3.4.1 Congestion Avoidance

To maintain a stable network behavior, we expect a rate cbaltyo-
rithm to provide a transmission rate which can maintain aeragye
loss rate and delay satisfying the worst-case requiremeahgn
Assumption 3.1.1. Our test is therefore stated as follows:

Test for Congestion Avoidance Algorithm.We testin &'s win-
dow, with the suggested upper bound transmissionfateiatemax
by the congestion avoidance algorithm, whether the avdosgeate
p is consistently less than 5%, tlh&~ D is consistently less than 400
ms, and the actual throughput is consistently larger thé@nkbps.

Because the fast-paced interactive applications havébgigy-
out deadline, we do not have sufficient time for determinimggize
of the window1" at run time. We therefore attaii by testing differ-
entT with the traces we have collected in Section 3.2. The simula-
tion of the change of bandwidth is done by attaining the lsssel
delays from the trace with the nearest transmission raten(fone
of the eight transmission rates) compared to the suggeastesiis-
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Figure 3.5: The average throughput achieved by the tracesfasction of the
window size of the congestion test.

sion rate by the rate control algorithm. We calculate theaye
throughput of the link in one-minute intervals with all thhades we
have collected, and check whi@hcan result in the highest average
throughput. Figure 3.5 shows that whén= 8 s the throughput is
highest; therefore, we use it as the window size at run time.

This test of the usability of the congestion avoidance allgor
IS not a statistical test, because congestion avoidanawithlns
change the transmission rate relatively slowly, resulim@g lack
of samples. We consider the algorithm fails this test whenewe
of the three metrics in Assumption 3.1.1 cannot satisfy duiire-
ment. Under such a network link, we are aware that the comgest
cannot be eliminated by reducing our transmission rate,esbave
to transmit the packets at a fixed rate (1000 Kbps) for cepariod
(a 10s duration considering the update period of the network con-
trols for avoiding flickers) until the restart of the congestavoid-
ance algorithm.
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Figure 3.6: Predicting the metric in the next second acogrdo the network
behavior in the last second.

3.4.2 Stationarity and Correlation

After using the congestion avoidance algorithm, the netatency
in the link becomes low and smooth. The remaining problem is
the losses. It is known that the optimization of perceptusallidy
of multimedia applications requires real-time predictadmetwork
loss rate for setting the redundancy level, because witpréiction
we can allocate the optimal amount of redundant packets &n-m
taining the robustness of the transmission in face of Igsgeite not
sacrificing the throughput of the ordinary data. Our goabiptte-
dict the metrics of interest (average delay and loss raté)amext
second based on the data collected in the last second (RFdi)te

In a multimedia application, data is generated in logicatsn
like video frames, audio frames, and game operation setey Th
are then packetized and transmitted to remote computeraude
each logical unit needs to be processed after the last patile¢
unit is received, it is reasonable to transmit the packeta ahit
under similar network settings to ensure they arrive at émate
machine at similar intervals (see Figure 3.7). Therefdre update
of the prediction is per unit-interva),i. Obviously, the interval is
different from application to application.



CHAPTER 3. NETWORK-CONTROL LAYER 78

1s 1s

| \ Time

Logical | |
Unit

Interval
(tunit)

Figure 3.7: Updating the prediction per logical-unit inar(t,nit) in order to let
packets of a unit arrive at the remote machine at a similarvat.

In summary, our problem is how to predict the network metncs
the next second based on the metrics in the last second peallog
unit interval (33.3 ms in videoconferencing or 16.7 ms inimal
games) at a given sending rate (100 Kbps to 1000 Kbps in video-
conferencing or 100 Kbps in online games). Actually, thedpmrgon
requires the satisfaction of two requirements of the ndtwass rate,
namely, stationarity and correlation.

Definition 3.4.1. Stationarity. A stationary process is a stochastic
process whose joint probability distribution does not ofpanvhen
shifted in time. [70]

Definition 3.4.2.Correlation.Correlation is the degree to which two
or more quantities are linearly associated. [52]

Stationarity is defined over a long period, indicating ttet dis-
tribution is unchanged no matter when the sampling stadsthis
reason, stationarity is defined over a long term. Corratatedies
on stationarity, but it can measure short-term behaviothenawer-
age sense; therefore, it is suitable for predicting theamge=delay
and loss rate for real-time multimedia applications. Thedption
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Figure 3.8: Before using correlation, it is necessary to wasether{ Xoss} is
stationary over a given window.

of average behavior a short term is sufficient in most of theeti
but still cannot handle some sudden lost or late packetsy Wik

be handled by the loss concealment mechanism instead, wahich
discussed in the next section.

For testing stationarity, we need to collect samples in aamet
window 7. We define{ X'} to be the sequence of, z; .., Tt+2,4
ooy Ttk NOte thatl” — 1 = ktynie. (See Figure 3.8.)

We test the following hypothesis:

Hypothesis: { Xqelay} and{ Xjoss} are respectively stationary over a
T's meta-window.

The test can be done by the Augmented Dickey-Fuller test [16]
It tests the null hypothesis of a unit root is present in a tBages
sample against the alternative hypothesis that the timessisrsta-
tionary. We tes{ X'} with a p-value equaled to 0.05, indicating that
the observed data is stationary only if it can reject the myplothesis
with a high confidence.

There are trade-offs between the size of the meta winfiamd
the quality of the test. With a larger window, the statiotyarest is
easier to fail, but we have more data for supporting theastatity
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Figure 3.9: The p-value of the stationary test v.s. the wiwndize.

and the correlation tests, and vice versa. Similar to the wayle-
termine the windows size in Section 3.4.1, we test diffesetitings
of the window size with all the traces collect in Section Fjure
3.9 shows that when the window size increases, the protathiat
a stationary test can be passed slightly increases. Thehae-
cause when the window is too small, small variations of tHeaesa
will be considered unstationary. The increase is slow bezathen
more samples are included in the window, the probabilityhafrge
will also increase, which cancels the benefit stated abavshart,
stationarity is not significantly affected by the change afdow
size. As a result, we do not have a conclusion on the properasiz
the window for testing stationarity. We will decide the peosize
along with the correlation test.

After passing the stationarity test, we can further perftrentest
for the correlation of the average delay and loss rate to unedke
guality of the correlation. This can be done by performing dlito-
correlation analysis on the loss rate of sequence X.
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Hypothesis: { X|oss} respectively has correlation.

The test can be done by measuring the correlation coeffi¢ient
betweenX; ; and X; in the windowT'. ||R|| equal to 1 indicates
a perfect correlation. We considgr|| > 0.8 a sufficiently high
correlation that can be used for the prediction. We then usear-
relation analysis [52] to attain the function for the préidic, and
transmit redundant packets to increase the robustnese dfahs-
mission per the predicted network behavior when the cdrogl@x-
ists. Otherwise, if the correlation dose not exist, we shedlynamic
adaption of redundancy and use a conservative redundaredy le

Similarly, we analyze the effect of the window size to théuiia
of the correlation test. Figure 3.10 shows that, when thedawn
size is larger than 7 s, the correlation coefficient will bgsl¢han
0.8, the threshold for determining whether correlatiorsexin our
algorithm. Therefore, we choose 7 s as the window size. Becau
correlation requires the stationary property to satidfg window
size of the stationary test should be no less than 7 s. In,shetse
7 s as the window size for testing both stationarity and ¢atioa.

It is worth mentioning that rejecting the null hypothesistiogé
above statistical tests does not ensure the correlatidregsdst and
future network behavior, because the p-value indicatastiiese is
still probability that the correlation is neither statiopaor having
correlations (e.g. “95% not unstationary” does not mearvt%ha-
tionary”). Therefore, we use loss concealment to handlepaseed
losses in the next section.
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Figure 3.10: Correlation decreases as the window sizeasegse

3.4.3 Loss Concealment

Congestion avoidance and prediction-based redundanefsacin-
not handle all the network conditions. As aforementioneutdhare
conditions in which they may fail the tests. Even when théstes
are passed, emergent changes of network behavior can happen
cause statistical tests are based on probability. Foeynatideo
codecs can tolerate small losses because they inserbioirks into
P-frames that do not rely on previous frames. Audio packets a
game packets generally have built-in piggy-backing meisimas to
produce extra backup in following packets in order to rapici-
cover losses when only a few consecutive packets are logiteTh
fore, when the loss rate is small, even when the congestioit-av
ance and the prediction-based redundant packets meclssnot
work, the real-time system can still work as the last resort.

The test for whether loss concealment works or not depends on
the tolerance of the consecutive losses by the codecs ondhg-p
backing method. Assumption 3.1.2 suggests that the tést¥aen
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the link has more than 2 continuously lost packet. Becausg lo
concealment is the last resort, we cannot present the szteiata
on a best-efforts basis.

In practice, such tests need not be performed, because ttee mo
than-three consecutive loss situation seldom occurspdtéorming
rate control. Another reason for this is that the loss colncesat
mechanism is usually built inside multimedia codecs. Evhamwe
have found that loss concealment cannot be used, we carsatieli
it in the codec.

3.4.4 Summary of the Tests

In this section we summarize the usage of the tests alongthath
network-impariment recovery methods.

Firstly, we test whether the congestion avoidance algoritian
provide a consistent upper bound of the transmission ratenéon-
taining a stable transmission (i.e. the loss rate and giterwithin
the requirements). As the network behavior changes frora tin
time over the Internet, congestion avoidance is meanimgfiylwhen
a consistent guidance can be given.

Secondly, we test whether the network behavior (in terméef t
average loss rate and delay) is stationary. If itis, theibrdonsider-
ably stable. Unfortunately, stationarity is meaningfuldome long-
term behavior. As the network behavior over the Internengea
rapidly, long-term behavior is not that important. Therefdased
on stationarity, we should further test the short-termealatron be-
tween the past and future network behavior. If the corretais
high, we can predict the behavior in a short time into the riitu
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with samples in the recent past. However, the correlationocdy
be measured on the average sense (over a long intervaljwidke
there are insufficient samples for the test. This means tieataor-
relation tests still have some rapid change of network bieh&vat
they cannot cover. This is why we need loss concealments.

Thirdly, because loss concealments are built-in and isasieré-
sort for handling the remaining losses in the codecs, weyawan
it on.

3.5 Experimental Results

In this section we demonstrate how our framework can ensre t
stability of the transmissions under different networkaitions.

We utilize the traces collected in Section 3.2 to perform-sim
ulations. The change of transmission rate is simulated tinéh
same method stated in Section 3.4.1. Again, as we want o@r-exp
iments to be repeatable, we perform neither congestiorraambr
prediction-based redundant packet mechanisms at run tinsiead,
we collect the network traces under different transmissate and
reproduce the network behavior offline by combining thedsaeith
the nearest transmission rate given by the congestionaialgo-
rithm. We assume that the background network traffic doesamgt
much during short term (less than 9 minutes) and the tradbésdii+
ferent transmission rates can represent the true netwowdktoan as
if we actually change the transmission rate at run time.
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3.5.1 Evaluation of Network Conditions After using Network-
Impairment Settling Methods

In this section, we evaluate the network condition afterrtiie con-
trol method and the redundant packet method are adopteditegs

of whether the underlying requirements can be met. The imgite
tation of the rate control is TFRC. The implementation ofriaeun-
dant packet method is a Reed-Solomon FEC, where the pradlicti
of the redundancy level is based on the statistics in thesksind.
For loss rates higher than 2%, a (4,1) Reed-Solomon FEC (t par
packet for every 4 packets) is employed, as it can reduce a05%0 |
rate to 2.26%, which is sufficient for reducing loss rates dtol
2% in most cases, while at the same time does not overly waste t
bandwidth. When the loss rate is less than 2%, the adaptitteoahe
does not use the FEC. To simply the discussion, we use a 400 ms
buffer throughout the experiments. The methods are run ritema
whether the requirements for their running them are sadisfiéor
the real-time method, we propose for deciding which metloagse
according to the run-time tests.

We calculate the statistics in Table 3.1 again after usiagnétwork-
impairment settling methods, to check how the network impants
can be reduced. For loss concealments, we observe whether th
number of three-packet consecutive losses is reducedllyiine
calculate the throughput by comparing it to one without gsfrese
methods to see whether redundant packets can help incheage-t
tual throughput or waste the bandwidth.

Table 3.3 shows that with the previous methods, the network i
pairments have been significantly reduced. Nearly all thevork
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metrics have been improved. The maximal one-way latencpws n
controlled under 400 ms, and the loss rate is under 2%. The num
ber of occurrences of the three-packet consecutive lossdsa re-
duced. All these show that our network-control layer hasehdhe
proper methods for settling the network impairments. Masitsof
nodes have high transmission throughput near the upperdbafun
the transmission rate given by the application, but someeciions
still have relatively low throughput. Note that the occumges of
consecutive losses increase by a very small value in som&ecen
tions, due to the fact that the change of transmission rateincar
some random combination of previously separated losses.

Figure 3.11 illustrates the network trace after processethé
network-control layer with both congestion avoidance aedun-
dancy (the same link as that in Figure 3.3). We find that the los
rate is further reduced when compared to Figure 3.3b. Wish ol
loss rate, the multimedia session can be stable. This method
be further improved by our test-based method, and we contpare
performance in the next section.

3.5.2 Evaluation of Network Conditions with the Test-Based
Method

In this section, we evaluate the method proposed in Sectién 3
namely, to decide in real-time which network-impairmeritiseent
method to use according to whether the run-time tests of idem
lying requirements of the methods can be satisfied.

The proposed method does not use rate control to limit tmstra
mission rate when the network condition does not react todtiec-
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Figure 3.11: lllustration of the effect of the network-catlayer using both

TFRC and FEC for reducing the loss rate in the link tested gufg 3.3. a)
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tion of the transmission rate (indicating a remote sourdh@icon-
gestion). Further, it does not use prediction to decidegdamdancy
level when the assumptions of the prediction does not hoidth®

other hand, the transmission rate is kept at the maximalvoiaitial

if the rate control test fails, and the redundancy is kept &t,4)

Reed-Solomon FEC if the stationarity and correlation tists

Table 3.4 shows the results of the simulation with the sarsie te
set as that used in Tables 3.1 and 3.3. Our proposed method can
achieve a more stable network condition than that in TalBle/®here
the maximal latency observed in the links are reduced fromemo
than 1000 ms to around 800 ms. Furthermore, the number of oc-
currences of consecutive losses have been greatly redGoeally,
although we do not achieve the maximal transmission rateravhe
the available bandwidth is very high, we can increase theutjin-
put when the available bandwidth is low, from 336 Kbps to 550
Kbps. All these results show that our proposed method hdsrbet
understanding of the network condition. With the tests efuhder-
lying requirements of the congestion avoidance algoritima gne
prediction-based redundancy-packet algorithm, we usen thely
when they actually work, rather than using them all the tinibe
bandwidth is, therefore, used in the most necessary casegha
transmissions are therefore more stable.

Figure 3.12 illustrates the network conditions in the samie |
as in Figure 3.11, but with our proposed network-impairnsit
tlement methods. It demonstrates that the test-based theto
provide a higher throughput while maintaining a stable oekveon-
dition. According to our run-time tests of the congestionidence
algorithm, we find that in certain period (10 s - 20 s, and 50 e
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Figure 3.12: An illustration of the ability of the networloatrol layer in main-
taining stability under complex conditions where the uhdeg requirements of
congestion avoidance and prediction-based redundanaycar@ways satisfied.
We test the underlying requirements before using theseadsthThese figures
show that we achieve a higher throughput than the methoddamr(a) with Fig-
ure 3.11a). We keep high throughput when the loss rate daesigmaficantly
increase when the transmission rate increases, as we kabthtéhcongestion is
not caused by us per the test. We also always enable FEC, sisda¥ there is a
weak correlation for prediction. This help us reduce the lade to below 2% in
most time.
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Figure 3.12: An illustration of the ability of the networlowtrol layer in main-
taining stability under complex conditions with tests ajueements. (cont.)
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the algorithm does not work. In that case, we transmit tha daa
fixed rate. The throughput shows that our decision is carescour
throughput is higher than that with congestion avoidangerghm
always running. Figure 3.12b shows the network loss ratke ot
method. As depicted in Figures 3.12c and 3.12d, the lossirétes
link is stationary but has not correlation; therefore, wendd use
the prediction-based redundancy method. We save the bdtidivi
transmit more data in the link, and the higher throughputinaase
proves that our decision is correct.

3.6 Summary

In this chapter we have presented a general framework irgiweonk-
control layer for providing a network environment that canisy

the requirements of the application layer. We have disclipse-

vious methods that can be combined in this framework andette t
of the criteria for determining whether they can be used. €ur
ulation with a large data set collected from a world-wide réaxe
network proves the advantage of the proposed framework.

O End of chapter.



Chapter 4

Offline Mapping of Controls to
Perceptual Quality

We need a complete mapping from one or more system controls to
the corresponding perceptual quality for tuning multinaegipplica-
tions at run time, because perceptual quality cannot béyeasia-
sured in real time. As mentioned in Chapter 2, even attaiaura
mapping requires a time-consuming subjective test thatbaabe
performed at run time. Therefore, we need to collect the nmgpp
beforehand through offline subjective tests and then génethem
later.

In this chapter, our goal is to find a complete mapping from one
or more controls to perceptual quality with a finite and rewdxe
number of offline subjective tests, and to further use thegetwer-
alize to the complete mapping for all combinations of colstroot
tested under a given network condition. This goal can bééurdi-
vided in two cases, one with a single system control, and thero
with multiple system controls. They can be represented umatfon
with respectively a single parameter or multiple paranseter

fsingle : Control 1 — Perceptual Quality under a given condition.

94
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f : Control 1, Control 2,..., Control N— Perceptual Quality
under a given network condition.

Because the complete mapping is continuous and can have mult
ple dimensions, it is impossible to measure all the mappavgs it.
Instead, we need to sample representative points over tppinta
(probably without a closed-form function) and then recont it
by generalizing the few samples to all the combinations ssfae
values of controls. Ouresearch problents, to schedule the offline
subjective test so that we can collect only a few represgatabints
of the mapping that is tested under expensive full testsengeher-
alizing them to all the combinations of controls correctly .

To simplify the discussion, in this section, we assume tleok
condition is given. Without explicit specification, all timetwork
condition in this chapter is the perceived network conditioat is
provided by the network-control layer (Chapter 3). We letwe
study of generalizing the mapping to real network condgianth
multiple network metrics in Chapter 5.

In this chapter, we first present the overview of the problam i
Section 4.1. After that, we study the general property of 3NBace
in Sections 4.2 and 4.3. We then discuss the above two preldem
by one in Sections 4.4 and 4.4.

4.1 Overview

Finding the representative points over the complete mapioinest
IS non-trivial. Without a strong assumption regarding thadel of
the mapping, it is not easy to estimate the error betweengbma-
imation constructed by the representative points and talemap-
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ping. As a major innovation of this thesis, we have foundoan-
inance propertythat can characterize mappings from system con-
trols to perceptual quality. This property exists in thenfoof a
monotonicity relatiorthat allows the result of one subjective test to
subsume the results of many other subjective tests. Thissitbat
those subjective tests whose results are subsumed do retdbe
tested because their results would always be no better hieane $ult

of the dominating subjective test. The property will tremeunsly
reduce the number of subjective tests used for finding theptaim
mapping from controls to perceptual quality.

By utilizing this dominance relation, we propose to représiee
mappings from one control to perceptual quality by a INDastefa
graphical representation of a function without closed fdomstor-
ing the results of subjective tests in a compact way. We éurtle-
velop a systematic methodology for generating this JNDeserfis-
ing a few subjective tests and with prescribed approximagiwor.

When the dimension of the system control increases, we fece t
curse of dimensionality in the offline subjective test, asniamber
of tests will increase exponentially. With another nogeminance
property, we can handle the mapping from multiple controls to per-
ceptual quality. We call this property the human-focus propin
which users will focus on the dominant change of the conimol i
a fast-paced interactive system when multiple controlshghasi-
multaneously. This allows us to measure the combined ptrakp
guality by measuring the individual JND surfaces sepayaighich
tremendously reduces the number of subjective tests. Hudtis a
complete mapping from the space of one or more controls amhgi
perceived network condition to perceptual quality.
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In the following sections, we first define what a just-notldea
difference surface is and how it can help represent a compiep-
ping from system controls to perceptual quality. Then wesené
how we can efficiently attain the complete mapping from one sy
tem control to perceptual quality with offline subjectivetgeusing
the first dominance property (i.e. monotonicity). Finallig present
the way we attain the mapping from multiple system contim|sdr-
ceptual quality with the second dominance property (i.enuo fo-
cus).

We summary the contents in each sections in Table 4.1.

4.2 Mapping from Controls to Perceptual Quality
with IND

We have presented the relation between pairwise comparesth
JND in Chapter 2. According to the just-noticeable-differe (JND)
concept in psychophysics, not every control-quality magpwill
need to be tested ahead of time because humans can onlyhdister
ficiently large changes in perceptual quality when contrplits are
changed. To make the generation of such mappings tractakla;
ous work often uses some simplifying (though incorrect inegal)
linearity assumption between JND and a single referencealon-
put.

In optimizing the perceptual quality of real-time intergetmul-
timedia systems, we need to find the function from controlse
ceptual quality. Unfortunately, such a function may notdaxlosed-
form representation because human perception cannotibheread-
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eled. We need to develop a way to represent a complete mapping
that can directly relate to the assessment of perceptultyggained
from subjective tests.

In this section, we relax previous work’s assumptions aedgnt
a probabilistic function with multiple arguments and itsjginical
representation, the JND surface, that relates systematendr JND
as well as awareness (probability that subjects can ndteditfer-
ence). The theory leads to efficient algorithms for genegatifline
the complete mapping between system control values anethe-c
sponding perceptual quality using a few subjective tests.

A JND surface includes subjective opinions (in the form afpa
wise comparisons) on all pairs of multi-dimensional colstio the
control space under the same network condition. The mapping
shown below:

JND Surface«~ f : Control 1, Control 2,..., Control N —
Perceptual Quality under a given Network Condition.

With a JND surface, system controls can be mapped to aware-
ness, and awareness can be converted to perceptual gqlalibys
way, a multi-dimensional JND surface acts as a bridge betwlee
controls and the perceptual quality under a given networklitimn.

4.2.1 Formal Definitions

To clarify the discussions, we provide the basic definitiforsthe
concepts that are used in this chapter [107-109].

Definition 4.2.1. Pairwise Subjective Tests of Perceptual Gal-
ity: In a subjective test, multiple subjects are asked to ansaver
guestion posed with respect to two scenarios under differen-
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trol assignmentgsettings of the control parameters), one using the
original setting (as reference), the other using a modifiettisg (as
reference + modification). The scenarios using these gttare
presented in a random order. Each subject can choose onesof th
alternatives, or answer undecided.

The reference and modification are defined follows:

Definition 4.2.2. Reference ) is the vector of original setting of
controls.

Definition 4.2.3. Modification (m) is the vector of changes corre-
sponding to the respective controlsin

To allow meaningful collection of the statistics from sutijee
tests, we make similar assumptions as in previous works:

Assumption 4.2.1.Unbiased and synchronized testénder given

7 andm, each subject gives one assessment. All subjects then com-
plete their assessments before proceeding to another tatefwith
differentr andm .

Asking each subject to carry out one subjective assessweidisa
any bias in repeated tests. Synchronizing all the testsvallbe
result of one set of tests to guide the selection of the Aexidm
for testing.

Assumption 4.2.2.Uniform level of expertiseAll subjects have the
same level of expertise, and their ability to perceive ckffiees be-
tween two sets afandm is independent and identically distributed
(1ID).
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This assumption allows responses from multiple subjectseto
evaluated statistically. As a result, will approachp as more sub-
jects are involved.

According to the way the pairwise comparison is conductesl, w
have two types of statistics for the results:

Definition 4.2.4. Sample awareness! is the fraction of subjects
that can perceive the changes during pairwise subjectsts té&ach
pairwise subjective test presents the outputs of the syssamg the
reference and the modified system controls irm@dom order. An
undecided subject is assumed to contribute 0.5 to the saamaee-
ness.

Definition 4.2.5. Sample noticeabilityfinoticeis the fraction of sub-
jects that can perceive the changes during a pairwise stibgetest.

The pairwise subjective test presents the outputs of themyssing
the reference and the modified system controls fixed order. An

undecided subject is assumed to contribute 0.5 to the samofilee-

ability.

The difference between the two statistics is that the folimeal-
culated from tests in which subjects need to guess the ofdbeo
alternatives, while the latter is calculated from tests mol sub-
jects have been told the order. With many subjects, we caie\ach
the asymptotic values of these two statistics:

Definition 4.2.6. Awarenes% is the asymptotic value of when the
number of subjects is large.

Regarding awareness, we further address its difficulty ia-me
surement with the following assumption:
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Assumption 4.2.3.Non-smoothnessThe awareness over the sur-
face is continuous but not necessary smooth.

Definition 4.2.7. Noticeability Pnoiice IS the asymptotic value of

A

Anoticewhen the number of subjects is large.

Note that awarenegsby itself is larger than the probability of
subjects who caractually notice a change, as there are subjects
who give the correct answer by random guesses. Without rando
guesses, there aréqice= 2p — 1 (defined as th@robability of no-
ticeability) of those subjects who can actually notice the change.
Assuming the responses of subjects to be independent and ide
tically distributed, P,qiiceN Of the NV subjects can actually notice
the change, whil¢1— Phoiice) N @answer by random guesses. Hence,
ProticelN' X 1+ (1= Frotice) N X 0.5 = pN = PFrotice= 2p — 1 [108].
When the modified setting is the same as the original=€ 0), 0%
of the subjects can notice the change and everyone respgpmds-b
dom guesses; hence,= 50% (= Photice = 0). In psychophysics,

p = 75% (= Photice = 0.5) is generally used as a level of notice-
able change. In shonb,and Phoiice are equivalent representations of
noticeability.

Now we can define the JND surface as follows:

Definition 4.2.8. JND surfacep(r, m) is a functionp that maps ref-
erence” € R" and modificationi € R" to awarenesg < [0.5, 1].

In practice, interesting regions in a JND surface are spgekciie-
forehand, and”andm are first normalized t@), 1]". According to
Axiom 4.3.1, whenm is given, larger” will result in a smallerp;
whenr'is given, largern will result in largerp.
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A JND surface is stored as &0 x K, 2-dimensional array, where
K, and K, are the discretization levels of theandy axis respec-
tively. The discretization levels are set according to thecfcal
control of the application. For example, in an online gamiatne
Is the smallest unit of the video presented to the players fast-
paced game with 60 fps video, action duration of less tha® ho§
can be modeled by, and K5 equal to 60 frame. Storing this data
can be done in less than 200 KB memory, which is insignificant i
modern desktop computers.

A IJND surface provides a complete mapping from multi-dinnemesl
controls and given network condition to perceptual qualiil the
possible multi-dimensional controls in the control spasespanned
in the axes of references, which consist of the vector ofrotsit.
The perceptual quality is represented in the form of resfl{zair-
wise comparisons. The color in the JND surface shows suagect
awarenesg of the changes of controls from the reference vector
the modified control vectar+m under the same network condition,
wherem is the vector of modification. When the modification is too
large, the change is completely noticeable, and subjeditaways
choose the better one. Therefoiepnly needs to cover those mod-
ifications that are below the complete noticeable threshold

4.2.2 lllustration

Single control

To illustrate how we map a single system control to percepfual-
ity with a JND surface, consider a fast-pace two-player imdtia
game studied in Section 2 [107]. In this game, A can hit B frem e
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Figure 4.1: The hitting time in Player A's view should be exded sufficiently in
order to cover network delay. This extension may be notigepléyer A.

ther the upper or the lower side, and B can defend againstttmeka
by moving a paddle up or down.

The system control in this game is the delay between making an
action by one user and seeing the response by the other. Due to
network delays, A will see blank periodwhen As hitting time is
the same as that of B's; that is, at the end of A's hitting tifa&s,
response has not arrived in A's view because As action vei#dhto
travel to B and B’s response to travel to A.

To allow As action to be synchronized with B’s response,-Fig
ure 4.1 illustrates the use of a local perception filter [8bgxtend
A's hitting time by an amount to cover the round-trip netwdeay.
Additional jitter buffer delays may also be included to sitodelay
variations.

Note that a longer hitting time can provide more room for re-
ceiving a response, although the extension may be notedabls
too long. Our goal is to determine the maximum extension for m
tions with different hitting times such that the modificatis barely
noticeable.

Figure 4.2 shows the test results in the graphical reprasent
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Figure 4.2: A JND surface for a 2-player game that shows ttetioe among
the probability of being noticed (awareness, denoted byctier surface), the
modification (JND in thej-axis), and the control assignment#xis). Since the
game runs in 60 fps, both the original hitting and the extdrtdees in the figure
are in unit of; sec.

of JND surfacqin Section 4.2.1), where each point shows the mea-
sured awareness or probability that A's extended hittinggtcan be
detected by 14 subjects. It shows that a longer hitting tisness
likely to be noticed, and that a motion with a larger modifi@ats
more likely to be noticed.

The graphical representation allows us to determine thieslyss
tem control (buffering time) when given the hitting time of@rtain
motion. For example, when the hitting time is 25 frame-tiraad
the target awareness is less than 75%, the extension sheuid b
more than 3 frame-times.

As another example, Figure 4.3 illustrates the use of a JND su
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Figure 4.3: A JND surface for a voice-over-IP applicatioth/ lossy connection.
Awareness is improved when MED is increased. Note that aweaeeis continu-
ous but non-smooth (shown in the step pattern) due to theetiesbuffering time
for receiving parity packets.
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face in a voice-over-IP system. The system is controlledmgram-
eter called mouth-to-ear delay (MED), which includes netwa-
tency, buffering time, and device latency. By increasingDAiihder
the same network and device condition, the buffering tinmbees
longer, thereby allowing more parity packets to be receivélis
can improve the signal quality in a connection with packesés.

Multiple controls

Following the example of the fast-pace two-player multiraeghme [107],
we illustrate how multiple system controls are mapped togrual
quality in a JND surface. In the previous single-controle;ase

only consider how extending the hitting time can be noticedsers.
Actually, besides extending the hitting time, we can alsortgm the
hitting time, or even delaying the start of an action, to caee
blank period. Therefore we have three system controls émrabe
changed simultaneously.

Figure 4.5 presents the JND surface with these settingdieRat
than showing a surface with higher dimension which is diffitol
understand, we show the JND surfaces with one control chgngi
and the other controls fixed. It is noticed that the surfaté$xlow
monotonicity.

4.3 Dominance Properties

Unlike analytic models studied in psychophysics, our sisdyased
on axioms and assumptions presented in this section thatttea
useful properties and algorithms for finding JND surfaceseiil
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Figure 4.4: The blank period can be concealed by 3 methodsltsineously:
extending/shortening the hitting time, and delaying tlagtstf an action. Each
method is controlled by one system control that prescribextent. In total, we

have 3 system controls.
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Figure 4.5: The JND surface of the multiple-control casecd®se showing a
surface higher than 3-D is difficult, we instead show theatefwhen only one of
the three dimensions is changed and the other two are fixe@nlg)the hitting
time is shorten. b) Only the start of an action is delayed.
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advantage is that they are generally applicable to manyimedtia
applications.

We first present two novel properties that can trim the search
space of representative test points and tremendouslye¢decum-
ber of subjective tests.

4.3.1 Monotonicity

The first dominance property we have found is a relation tthawa

us to prune the search space when scheduling subjectige st
axiom is obtained from the following two intuitions. Firgt,larger

modification to a control can result in more significant chesigsec-
ond, when the modification is small with respect to the cdnthe

change is less significant. Based on these understandiegsave
the axiom of monotonicity:

Axiom 4.3.1. Dominance Property 1: Monotonicity(a) p(r, m) is
monotonically non-increasing with respect to referencas a given
modificationm is less noticeable under a larget (b) p(r,m) is
monotonically non-decreasing with respect/to as a largerm is
more noticeable under a given (c) For multi-dimensional mod-
ifications, p(r1, 7, ..., Tn, M1, ma, ..., my,) iS monotonically non-
decreasing when ath;,7 = 1, ..., m, are non-decreasing.

With this axiom, we can derive theorems that can describe how
one subjective test result can dominate results of some stigec-
tive tests, what results of subjective tests cannot be datexdh and
how we can utilize these properties to prune the JND surfiaie i
halves and conduct the subjective tests in a divide-andioemvay.
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Modification

Reference Reference
(a) Top view (b) Side view

Figure 4.6: (a) By observing the JND surface from the top,sapeint (in red)
divides the surface into Regions A and B. The awareness o¢#p(,B) is larger
(resp.,smaller) than that of the point. (b) In the side view of thefgce, the two
outlined red prisms correspond to the yellow regions makked andg in (a).

Important lemmas can be derived from this axiom. We use the
figure of a JND surface to help illustrate these lemmas. Eigué
shows the top and the side views of a JND surface. The awarehes
a test point (in red) is known after a subjective test. Forpdicrty,
the axes are all normalized into tfie 1] range.

Because depicting points in 3D is not easy, we depict them in
the top view. For example, points to the top-left of the rechpm
Figure 4.6a refer to points with smaller reference and langedi-
fication (Region A). Similarly, points to the bottom-righittbe red
point are in Region B. Because a JND surface is a functionfef re
erence and modification, a reference in the top view can ethyqu
locate a point in the surface.

The concept of top-left and bottom-right can be generalired
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the case with multi-dimensional controls. We refer to pewith

smaller references and larger modifications than the reat psithe
top-left points, and points with larger references and smablifi-

cations as the bottom-right points.

Definition 4.3.1. Point B is to thetop-left of point A if and only
rip <miafori=1...Nandm;p > m;4fori=1...N. Point
B is to thebottom-right of point A if and onlyr; 5 > r; 4 for: =
l1...Nandm;p <m;afori=1...N.

Now we present the lemmas as follows.

Lemma 4.3.1.The awareness of a point indicates the lowesp.,
upper) bound of the awareness of points to the top-lefi{. bottom-
right) of this point.

Proof. From the monotonicity property in Axiom 4.3.1, the aware-
ness of points to the top-left (like Region A in Figure 4.68adest
point is larger than its own awareness, and the awarenessgp
to the bottom-right (like Region B) is smaller. ]

Lemma 4.3.2.A pair of top-left and bottom-right test points pre-
scribe the bounding right triangular prism of all possibIRD sur-
faces that pass through these points.

Proof. Figure 4.7 shows the top and side views of a bounding right
triangular prism. Referring to Figure 4.7a, the brown regsoright-
triangular due to the directions of monotonicity. Due to rotmmic-

ity, all points in the brown right triangular prism shouldvesaware-
ness between the awarenessAodind B. Figure 4.7b further shows
that half of the JND surface should be inside the corresponaght
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or

Modification

Reference Reference
(a) Top view (b) Side view

Figure 4.7: Awareness of and B defines the range of awareness of all points in
the brown prism.

triangular prism. For convenience, we call C the right-argdrner
point. Note that with multi-dimensional controls, a tofftfgint has
references always smaller than a bottom-right point, arsdnedi-
fications always larger than a bottom-right point. ]

From Lemmas 4.3.1 and 4.3.2, the height of the top-left and
bottom-right triangular prisms in Figure 4.6b shows thegeiof
awareness of any JND surface that passes through theseisntspr
The following lemma shows the property of the other two corne
points.

Lemma 4.3.3.The top-right and bottom-left test points @nd D in
Figure 4.7b) cannot bound the awareness of JND surfacedsmgass
through the right triangular prism.

Proof. The lemma is true because monotonicity does not apply in
the top-right to bottom-left direction. ]
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These lemmas provide a method to trim the test space andaeduc
the number of offline subjective tests. We know that every tegb
points, one at the top-left and the other at the top-right,indicate
the range of the awareness within the rectangle region lexlibyl
them. Therefore, the awareness inside the region can lmeatst
without further measurement. Intuitively, as long as wepgity
arrange the test points over the JND surface, the unknovimiregn
be minimized; therefore, the real JND surface can be renaistd
precisely. This result is formally proved in Section 4.4.2.

4.3.2 Human Focus

The second dominance property we have discovered impliasia b
property about what human will focus on in fast-paced irdéva
multimedia applications.

When multiple system controls are applied together, their e
fects are perceived by humans as a whole. Some previougstudi
proposed to combine their effects on JND by taking the marimu
JND. They argued that humans tended to notice the most sigmifi
change when there were multiple changes [17]. This is ncaysw
true in practice ap of a large change in one control may not be
larger thanp of a smaller change in another control. Note that the
chance of perceiving a change is basedgpnot on the magnitude
of the change. Some other methods used square-root to ataicul
the combined JND [93]. An integration was also proposed wdren
explicit JIND function was given [23].

All the previous methods considered the combined changes in
determining their overall effect. Our analysis, howevaQws that
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p is a true indication on whether a subject can (probabiadifiand
actually) detect a change. Hence, a better approach tawlatethe
overall effect is to utilizep. By assuming that subjects will notice
the change with the maximupwhen there are multiple changes, we
propose to decompose the evaluation of a multi-dimensiomnab
the evaluation of individuap’s, each corresponding to one control
assignment.

Axiom 4.3.2.Dominance Property 2: Human Focudn fast-paced
interactions, human will focus on the change with the highe&gen
multiple dependent system controls change simultaneopghy, =

max {pi}.

This axiom is true because when changes happen in very short
periods for human to identify them one by one, human have itp on
grasp the most significant change. In an extreme case, wieen th
multiple changes are not very different from each othem tvaat
humans will perceive will be just a composite of all the chesmgut
not the change with the highgst However, in this case, the axiom
still applies because the change with the higlpestll still be very
close to the composite effect of all the changes.

4.4 Mapping from Single Control to Perceptual Qual-
ity
We firstly discuss a simplified case in which there is only ooe-c

trol that needs to be mapped to perceptual quality. Our gotilis
section is to find a complete mapping from one control to et
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guality with a finite and reasonable number of offline suliyedests
under a given perceived network condition.

4.4.1 Approximating a JND Surface

A JND surface without error in measurement cannot be oldaine
because there are infinite pairs of system controls. Theviesan
do is to approximate the JND surface by the least approxamati
error.

To estimate a JND surface with given ranges ahdm, we like
to schedule a sequence of subjective tests in order to naaithie
error of the estimated surface.

Consider Figure 4.8a in which test points are selected tooapp
imate the curve using piecewise linear interpolations. Bfinihg
the error as the area between the original and the piecewrses;
the problem becomes the selection of the test points to narithe
error. Since we have no prior knowledge of the curve, we can us
the result of one test to determine the next test point.

In the 3-D case, the surface in Figure 4.8c can be approxdnate
by triangular linear approximation, where vertices are pEsnts.
The reason why it is not approximated by a global surfacetionc
is because the surface may be non-smooth (Assumption 4QL3)
goal is to place the test points in order to minimize the vaure-
tween the original surface and the linear approximation.

Next, we define an approximation mesh of a JND surface and our
objective function.

Definition 4.4.1. Approximation mesh.An approximation mesh of
a JND surface is a triangular mesh whose vertices are testtpoi
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Modification

Modification
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Reference Reference

(a) Globally optimal placement (b) Locally optimal placement
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(c) Triangular linear approximation of a 3-D surface

Figure 4.8: The best placement of test points depends onfiv@riation available
on the curve.
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corresponding to results obtained by subjective tests.
Let A = p(r,m) be a IND surface and(r, m) be the triangular
approximation ofp(r, m):

forym) = £(p(r,,m,), p(ry, my), plre, me))

(4.1)
VTri(A, B,C)whereA, BandC € P.

Here/ is a linear function that interpolates a plane in a triangula
regionT'r: defined by4, B andC that belong to the set of test points
P. The set of allf,,(r, m) is the approximation mesh of the original
JND surface.

Definition 4.4.2. Absolute error £ is the volume between the JND
surface and the approximation mesh. Givéfir, m) in (4.1),& is
determined byP as follows:

11
&= 0/0/|p(7“, m) — f,(r,m)|drdm ¥Yr,m. (4.2)

To minimizef, we need to optimally place the test poifis P, . . .,
and P, wherek is the number of tests performed by each subject.

In practice, only a finite number of points in a JND surfaceloan
sampled. After sampling the awareness at A, B, and C, thermar
finitely many JND surfaces passing through them that satigfigo-
tonicity in Axiom 4.3.1. Figure 4.9 shows that the absolutee
cannot be uniquely specified because the original nonliseidace
passing through A, B, and C is not unique. (Figure 4.9 showk 3 o
these surfaces.) Further, Point C is not fixed because it eamy
where along the height of the prism and still satisfies mamioity.

For this reason, we define the average absolute error asollo
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Awareness

Refer, ence

Figure 4.9: Three possible JND surfaces (blue, white, ahowgpassing through
A, B, andC whose approximation mesh is denoted by black dashed lines. T
awareness of these surfaces is bounded by the height ofahgutfar prism (out-
lined in red).
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Definition 4.4.3. Average absolute errornnside a prism is the av-
erage of the absolute errors between all the approximatieshnes
and the corresponding JND surfaces that pass through thieesig
point A and the lowest poinB and that satisfy monotonicity in Ax-
iom 4.3.1.

Since the 3-D JND surface can be decomposed into triangular
prisms, the average absolute error of the surface is the $uheo
average absolute errors of the component prisms.

4.4.2 Minimizing the Average Absolute Error

Based on the axiom and assumptions stated earlier, we aip-to a
proximate a JND surface using a triangular mesh generabed dr
number of test points that are properly placed in order tammze

the sum of the average absolute errors.

Because we do not assume any shape of the JND surface, we
will not be able to calculate the average absolute error ased
form. To this end, we use the volume of the bounding prism as
an approximation of the average absolute error. Also becaiithe
non-smoothness of the JND surface (Assumption 4.2.3) utace
Is approximated by a triangular mesh instead of by a globdhse
function.

Since awareness of a point is unknown before a subjective tes
is performed and the model to predict future states is venypdex,
our approach is to determine the test points sequentia#y tife cur-
rent state has been known. For example, the best placenfartt o
points in Figure 4.8a are at places where the curve changegidn
rapidly. Without this information, one can only determimhe tbest



CHAPTER 4. OFFLINE MAPPING OF CONTROLS TO PERCEPTUAL QUAINT20

point to test next based on information obtained in the cuinest,
such as those in Figure 4.8b.

Note that formulating a model to predict future states isi-dif
cult because parameters in perceptual modeling are notifiedn
Further, the monotonicity property in Axiom 4.3.1 is too \kda
support a precise model.

In the next several sections, we estimate the average absuiu
ror, based on the monotonicity property of a JND surface. Méat
present the method for sequentially selecting test poagesd on the
average absolute errors found.

With the axiom and lemmas described in Section 4.3.1, we show
in the following corollary that the best triangulation oEtGND sur-
face is when every triangle is a right-angle triangle whperjected
to the reference-modification plane:

Corollary 4.4.1. The triangulation of a JND surface, when pro-
jected onto the reference-modification plane, should bletramgle
triangles.

Proof. With Lemma 4.3.2, it is known that pointsand B prescribe

the upper and lower bounds of the awareness of points. Becaus
the directions of monotonicity are from left to right andrrdop to
bottom in the projection, the boundary of the projectionudtddoe
along these directions. Therefore, each projected redjiounld be a
right-angle triangle. ]

Theorem 4.4.1.The average absolute error inside a bounding right-
angle triangular prism is proportional to the volume of tipigssm.
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(a) Original (b) Resized

Figure 4.10: A JND surface and its approximation mesh ingdehe original
right-angle triangular prism; (b) the resized right-angiangular prism. The
transformation from (a) to (b) can be done by sacling the .axes
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Proof. Since the average absolute error in a right-angle triamgula
prism is not easy to calculate, we approach the proof by comgpa
the errors of two right-angle triangular prisms. ReferriogFig-
ure 4.10, when we resize such a prism, we only change its size i
the X, Y and Z directions. For every surface and approxinmatio
mesh inside this prism, we can map them to the resized prism by
applying the same transformation. That is, when we map aceirf
and its approximation mesh from the original right-anglangu-
lar prism to a new right-angle triangular prism, we scalemefce
r by o, modificationm by 5, and awareness by . Because this
transformation only changes the size of the X, Y and Z axis, th
ratio between the absolute error (namely, the volume betviee
surface and the approximation mesh) and the volume of prises d
not change.

To simplify the calculation and without loss of generalitye
prove the property in the entire cube. L&t m) and f(r, m) be
the functions of a JND surface and its approximation meshe Th
absolute error after transformation is:

b8 «
Enew = ‘w (Z,T>—7f7> (1,@>
[Pr(e5) =G
1 1
T m T m T .m
= [ [p(55) -5 (5 5)| 505
0 0

1 1
= O‘B’Y | p(ra m) T fP(Ta m) |d7n dm
/]

= 045'}/ goriginal- (4-3)

dr dm
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The ratio to the transformed cube is:

5new gori inal 5ori inal
afy o @Ev - f '

Since the JND surface is not unique in the cube, we consiger th
average absolute error when the JND surface and the condisigo
approximation mesh can vary.

Let p(r, m,0) and f(r, m, 1) be the function of the JND surface
and its approximation under (unknown) parameterdsatd .. Be-
cause andu are independent efandm, the average absolute error

o = [ [ [ [ (556) 0050

Pr(0,p) drdmdudo

- am///l/llp(r,m)—fp(%m)

Pr(0, u) drdmdudo

IS:

= afy goriginal-
Therefore

gnew 6 8original . 5original

aBy afy 1

4.4.3 Selection of the Next Test Point

Based on the average absolute error estimated in Theoreln wel
discuss in this section our strategy for choosing a suitpbiet in
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the JND surface to test in the current stage that can bestedtie
average absolute error. We show that the center point oftange-
lar region (top view) is the best point to test in that region.

Lemmas 4.3.2 and 4.3.3 have shown that a top-left and a bottom
right test point can bound a rectangular region. Inside dggon,
there are infinitely many possible JND surfaces that passigr
the two corner points while satisfying the monotonicity peay in
Axiom 4.3.1. LetS be the collection of these JND surfaces.

Definition 4.4.4.S is the collection of IND surfaces in a rectangular
region (bounded by top-left point and bottom-right poini3) that
pass through bothl and B while satisfying Axiom 4.3.1.

Next, we show that the surfacesdhappears in pairs, and each
pair have the same error with respect to the center-poirtteohor-
malized rectangular region.

Theorem 4.4.2. Symmetry. In the normalized cube of length 1
bounded byA and B in Figure 4.11, for any JND surface € S,
there exists exactly on€ € S that is axially symmetric te; i.e., s
can be rotated 80° around LineL passing througho0, 0,0.5) and
(1,1,0.5) to get tos'.

Proof. For any(x, y, z) in the original surface, the transformation

to get to(z’, 4/, 2/) can be done [7] by first transforming the whole
space (with the surface andg, while keeping the X, Y and Z axes
unchanged, so thdtis moved to the Z axis. We then rotate the space
by 180° about the Z axis. Finally, we transform the whole space so
that L. goes back to the original place.
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Z (Awareness)

X {Reference)
o ga) 707riginal ©)

(b) Rotated180° (s')

Figure 4.11: Any JND surface in the bounding cube has exacte/symmetric
JND surface around Ling passing througko, 0,0.5) and(1, 1, 0.5) (yellow line
in the middle of the cube) when rotatég°.
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1. Transform the space using transformation mafsiwhile keep-
ing the orientation of Lind. in such a way that passes through
the origin and lies on the X-Y plane.

2. Next, rotate using’x, the above space around the Z axis, and
let L lie on the X-Z plane. After the rotatiorl, lies along the
X axis.

3. Rotate using’; the space about the Y axis and letie along
the Z axis.

4. Rotate byl80° using R, about the Z axis.

5. Apply the inverse transformations of Steps 3, 2, and hees
tively. That is, rotate usind@, ' the space about the Y axis and
let L lie along the X axis (the state before applying Step 3), and
so on.

To perform the above transformations, the transformatiatrim
iS:

Teomb = Tp' T, T; ' RyT7Tx7Tp

(01 0 0]
10 0 O
= . (4.4)
00 —11
00 0 1
(1,/7 yla Zla ]-)l — Tcomb(xa y7 Za 1>/ - (y7 Qf, 1 - Z7 1)l (45)

Firstly, it is clear that for any) < z,y,z < 1, we havel <
'y, 2 < 1; i.e., the symmetric point is still inside the bounding
cube. It is also easy to show that each pointihas exactly one
corresponding point in’,
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Secondly, the symmetric JND surfagestill satisfies the mono-
tonicity property in Axiom 4.3.1 due to (4.5):

T, < zyandy; >y, = y <ypandz; > xy
= z1 <z (Axiom4.3.1)
= 1—21>1—2

= 2 > 2.
[

Figure 4.11 illustrates the theorem. It is clear that atterrota-
tion, the new surface still passes through the two cornertp@nd
satisfies monotonicity.

With Theorem 4.4.2, the center-point of the cube (from the to
view) has the same error to the JND surfaces in pairs. To lpest a
proximate a JND surface without any knowledge on the shafiesor
distribution of the points, choosing the center-point & tegion to
testis the best choice; otherwise, the test point can bedtasvards
one of the surfaces that exist in pairs.

Based on Theorem 4.4.1, the best test point in each stage is th
center point inside the region with the largest volume.

Theorem 4.4.2 also applies to regions subdivided from &taey
gion. This is true because the continuity stated in Assumpti2.3
can be satisfied even when the neighboring regions are aesid
separately. For any JND surfaceSn of a given region (see Defini-
tion 4.4.4), the boundary curve of this surface is monotoRacause
S, of the neighboring region contains all the monotonic swe$adt
should also contain the surface with this boundary curve.
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Algorithm 4.1 summarizes the procedure where subjectists te
always report an accurate awareness.

Algorithm 4.1 Finding surface without sampling uncertainties
Require: p(ref, mod): fraction of subjects who correctly identify the modified
control inputre f + mod; §: required error threshold;
Ensure: JND surfacey(ref, mod);
1: Measurep(0,1) andp(1,0); add them tQPiested
2: while max I?|p; — p;| > &, wherel is the length of the diagonal of the square
region,i, j € Pesteg@nd No mid-point in between was testim
Perform subjective tests to measpyg the mid-point ofp; andp;;
Add p,,, t0 Pested
end while
Interpolatep(re f, mod) With Piested

4.4.4 Uncertainties due to Limited Subjective Tests

Because each subjective test is a sampling process, thdeshmp
awareness is a random variable. In this section we disclasegies
for calculating the volume (used in selecting the prismdaswvhich
the mid-point will be tested) and for ensuring that monatdpial-
ways holds. Note that, with a lack of model for IND surfaces, i
will be difficult to develop a comprehensive statistical rabdn the
uncertainties of subjective tests.

The distribution of sampled awareness is as follows.

Theorem 4.4.3. Binomial distribution. In a subjective test with

n subjects, if the probability that a subject can discover lle¢ter
alternative isp, then the number of subjects finding that one alter-
native is better than the other follows a binomial distriont

np ~ B(n,p).
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Proof. The sum of IID random variables (Assumption 4.2.1 and
4.2.2) with Bernoulli distribution follows a Binomial digibution.
]

In the selection of the best point to test, we need to comare t
volume of each region and to find the one with the largest valse
awareness follows a binomial distribution and may be depetdue
to monotonicity in Axiom 4.3.1, we calculate the joint pralday of
awareness in order to get the expectation of the height qiribens.

After pairwise comparisons, we perform the test in the negio
that dominates other regions in volume. This region will tikely
reduce the average absolute error by the maximum amount.

To reduce the computational complexity, we heuristicadistane
the independence of awarenessn this case, we calculate the vol-
ume of the prisms independently and choose the center pioinéo
largest prism to test. The expectation of the volume is devil.

1 pa

Pap = 52/ (pa = pB)Pr(palpa) Pr(pslps) dpp dpa,  (4.6)

0 0
wherep is the real awarenesg,is the sampled awareness in sub-
jective testsp, (resp, pp) is the upperiesp, lower) bound of the
awareness in this prism; arids the length of the diagonal of the
square region.

After conducting the subjective tests, we need to adjusiwere-
ness found (each a random variable) to ensure that thefysatso-
tonicity required in Axiom 4.3.1. Our heuristic approachasalcu-
late the average of all IND surfaces that satisfy Axiom 4b¥.in-
tegrating over all possible values of awarenBghat satisfy mono-
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tonicity:
p(r,m):/fp(r,m)Pr(P\p)dP, (4.7)

wheref is the region-wise linear approximation based on the set of
test point vector” (referring to Definition 4.4.1) that satisfies mono-
tonicity. The joint probability of dependent random vatesbin vec-
tor P is calculated by discretizing the value of awareness. Alftisr
adjustmentp(r, m) is the final desired output.

Algorithm 4.2 summarizes the procedure for the case whaere li
ited subjective tests give rise to sampling uncertainties tollow
the binomial distribution.

Algorithm 4.2 Finding surface with sampling uncertainties
Require: p(ref, mod): fraction of subjects who correctly identify the modified
control inputref + mod; §: required error threshold.
Ensure: JND surfacep(ref, mod);
1: Measurep(0,1) andp(1,0); add them tQPiested
2: while max p; ; > d wherei, j € Pestea p* is defined in (4.6), and no mid-point
in between was testetb;
Perform subjective tests to measuyg the mid-point ofp; andp;;
Add p, t0 Pested
end while
Fix Vp € Pestegthat do not satisfy monotonicity using (4.7);
Interpolatep(ref, mod) with the fixed Pested

N o g A w

4.4.5 lllustration of Algorithm

Figure 4.12 illustrates a sequence of subjective testepedd. For
simplicity, we assume no binomial errors in subjectivegest

In Figure 4.12a, we start testinggand B. The bounding prism is
shown in yellow. In the side view, we hide the prism at the ijgo
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Figure 4.12: An illustration of a sequence of subjectivéstand the generation of
the approximation mesh. The left panels show the test p(aasd), and the right
panels, how the test results (say awaren€sseduce the average absolute error
(or volume). The blue half-transparent surface is the ri@ durface we want
to approximate; the red circles are measured test poindsthenblack point is to
be tested in this step. For clarity, some nearby points areasrmnected because
several prisms as well as points attached to them are hidden.
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Figure 4.12: An illustration of a sequence of subjectivéstend the generation of
the approximation mesh. (cont.)
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side of the diagonal for clarity.

In Figure 4.12b, we test the mid-poidf ata = 0.5,b = 0.5,
as there is only one prism (the opposite one is symmetric)itand
has the largest volume. The test result is shown in the rightl
where the awareness of is shown as its height. The two yellow
prisms are shrunk afte¥/ has been added. Note the height of the
blue prisms. Becaus® does not bound the awareness of points to
its top-right, the awareness of points in the blue prisms@edinto
a blue cuboid) is still bounded by the awarenesd @ind B.

In Figure 4.12c, as the blue prism/cuboid has the largesiwel
(the same with that of the symmetric one at opposite side ®f th
diagonal) among all prisms, we test its mid-paivit Similarly, the
prisms are shrunk and two new red prisms are added. Fonylarit
another two red prisms in the opposite side are hidden.

In Figure 4.12d, we test the other blue prism mentioned above
because it now has the largest volume.

After testing the points illustrated above, we have pridmas pre-
scribe the ranges of awareness throughout the surface.isl foatr
algorithm has decomposed the surface on a region-by-rdxgisis,
and each piece of the surface is bounded by the correspopidsmg,.

Finally, we interpolate points not tested in order to appr@ate
the entire surface. We simply use linear approximation bsea
we have no priori knowledge on using more complex interpmat
methods (see Figure 4.13). The green lines are the edges ti-th
angular meshes defined by these points. For clarity, we ludes
prisms as well as the corresponding green lines.
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Figure 4.13: An illustration of generating an approximatimesh. Red circles
are test points measured. Blue circles are generated kayr limrpolations. For
clarify, the approximation of the other half of the surfas@mitted.

4.4.6 Experimental Results

In this section we present experimental results using &yictklata
and a real application. The goals of these experiments alenmn-
strate that our proposed greedy algorithm can attain thieedieac-
curacy with a limited number of subjective tests and to shioat t
the JND surface found can be used in a real application toawepr
perceptual quality.

Synthetic JND surfaces

We generate synthetic JND surfaces with= 6 x 6 grid points
evenly placed on th&-Y plane. Their awareness is randomly gen-
erated by a uniform distribution but satisfies the monotbnice-
quirement in Axiom 4.3.1. We then use cubic interpolatiangx-
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pand them into a smooth surface withl x 101 grid points. We
generate a new JND surface for each application of Algorihin
and 4.2.

Algorithms tested

We evaluate Algorithm 4.1 and 4.2 by selectihgg N test points
in a step-by-step fashion using the information collect&fler se-
lecting the points, the surface is interpolated linearlgxpand the
awareness to 81 x 101 discrete-point set, which is compared with
the synthetic surface. We measure quality by the average=pp
mation error.

Next, we find the upper-bound performance by approximating
the synthetic surface usirig< N points as best as possible. This is
done by a brute-force method that tries all possible waysobsing
k among N points and finding the placement that minimizes the
average approximation error.

We also compare the performance against a peer method [74].
Because the method only sampled patterns with 3, 5, 9, 13, and
more test points, considering the complexity, we only @S8tpoints
in our experiments.

Experimental results without binomial sampling uncertainties

We assume that the exact awareness is returned when tegiongt a
on the surface. The purpose of the experiment is to evalbate-
proximation quality of the algorithm without sampling unizenties.
Figure 4.14 shows the results. When 5 points were genetaid,
error between the benchmark and our method is small, whéneas
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Figure 4.14: Empirical CDFs showing the difference in appration errors be-
tween the benchmark and our proposed method, as well asdrethvebenchmark
and a peer method [74] with 5 points, with no binomial unaaties in subjective
tests (averaged over 300 different synthetic JND surfaces)

peer method performed much worse. When 7 points were gederat
90% of the surface has error smaller than 0.015, which iswate@s
the range of awareness is between 0.5 and 1.0. The resuligisdio
our method is competitive with respect to the brute-forcéhoe.

Experimental results with binomial sampling uncertainties

This experiment is used to evaluate the performance whemume
ber of tests is finite. In this case, a random error is intredua the
sample awareness, which follows the binomial distributitm, p).
For the benchmark method, we use the brute-force methoddo fin
the optimal placement. Because this tries all possible cmatibns,
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Figure 4.15: Comparison of approximation errors when tiselte of subjective
tests are with binomial errors (averaged over 300 diffesgmthetic JIND sur-
faces). The errors of our proposed algorithm in (a) decréesgter than those in
(b) because more test points are used.

it will have smaller errors when compared to the greedy nektho

Figure 4.15a shows the average difference between the bench
mark and our greedy method. The result shows two properties.
Our method has comparable precision in approximating the JN
surface even though each point can only be sampled onceeaser
the benchmark method can re-sample each point multiplestand
find the one with the smallest error. 2) The difference in ager
approximation error is generally reduced as the number lojests
IS increased, although there are some fluctuations due toriéh
sampling uncertainties.

Figure 4.15b compares the performance between our metltod an
the peer method [74]. It shows that our method outperformgéder
method, independent of the number of subjects.

In short, these experimental results show that our propostidod
for approximating JND surfaces using limited subjectisttés cost-
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effective and reliable.

4.4.7 Summary

We have presented a general framework for mapping one system
control to perceptual quality according to human perceptithe-

ory for measuring JND surfaces with only a few subjectivéstbas
been developed. The JND surface can then be used to fit any run-
time condition, as it contains the subjective awarenesshamges
under the whole range of control values. The effectivenésbeo
method has been evaluated by Monte-Carlo simulations.

4.5 Mapping Multiple Controls to Perceptual Qual-
ity

Although our results have been presented with respect tsystem
control, they can be extended to multiple system controlsivéal
approach is to measure a multi-dimensional JND surface alith
the controls. However, considering the exponential coriydt is
generally not feasible to perform extensive subjectivistiEs such
a surface.

To avoid the exponential complexity, one way is to explo# ith-
dependence of controls. If the quality metrics regarding system
control are independent, then we can separately measuoeiiee
sponding JND surfaces and combine them probabilisticabyJND
surfaces are usually used to guide a quality optimizatiosy Opti-
mal combination (such as the one resulting in the least aveas
can be searched within the constraints of the controls dowgpito
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the running condition of the underlying multimedia appiica. In
this way, the dimension of the JIND surface can be reduced @ma m
ageable size. This method can be used for developing efficren
line algorithms for optimizing multimedia applications.héh there
are many independent controls, because of the high compleii
the combination, we do not have efficient online algorithm.

In practical multimedia applications, system controls barde-
pendent, because human can perceive multiple media soasces
a whole, and these sources are controlled by the systemotontr
simultaneously. The second dominance property we havedfoun
namely the human-focus property, allow us to decomposeNiie J
surface of multiple system controls into individual oneschhcan
then be measured by the method for a single control. By umgiz
this property in the optimization, we can greatly reducerthmber
of offline subjective tests. In this section, we focus on tnigre
general case. We provide a closed-form solution for thenup#-
tion with a simple constraint. When the constraint is complee
need to search all the JND surfaces in exponential complexiich
cannot be done at run-time without heuristic approaches.

Table 4.2 summarizes the type of optimizations in real-time
online fast-paced interactive multimedia and our solwdifor solv-
ing them in this thesis.

In this section we present the optimization method for mldti
dependent controls first, because they are a more genarailfben
considering that controls tend to be dependent in multima@pli-
cations. We further demonstrate how we can optimize thespéval
guality even when the constraints are complex in Sectior8B a8 a
supplement to the discussion in this section. Becausestajgaica-
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Table 4.2: Type of optimization and solution

Type Sub-Type Solution Section
Single Control with
Simple/Complex Constraint

Independent Combining JND surfaces 5.3

Controls : — -
Multiple Controls No efficient algorithm
Single/Multiple Control(s . : . .
Dependent -g _ P ( ) Equating their noticeability 4.5.3
with a Simple Constraint
Controls . .
: . Depending on certain
Single/Multiple Control(s) . o 4.5.3
. . constraints for limiting
with a Complex Constraint 7.3.3

search space

tion dependent constraints for limiting the search spaespresent
the content along with the application. We leave the disonssf
the special case for single independent control will beudised later
in Section 5.3, as it is useful when a run-time application caly
provides limited computational time. We do not solve thesoagh
multiple independent controls because we lack efficienhou for
reducing the search space.

In this section, we use the concept of noticeability defimeSlec-
tion 4.2.1 as a mechanisim for evaluating the combined &sffec

4.5.1 Reducing the Complexity by Concentrating upon Opti-
mization

JND surface is measured for optimizing perceptual qualitjhe
multimedia applications. To optimize a multimedia systemhw
multiple controls, itis not necessary to attain a complé&é{dimensional
JND surface.

Actually, in most cases, our goal in the optimization is taimi
mize PSOMB (re f,m) under givenref, leading to the least notice-
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able artifact in the multimedia application, thereby réaglin the
best perceptual quality.

P = min Pr%?ig/éB (ref,m). (4.8)

Sometimes the goal of the optimization is to maximize pexcap
guality. In that case, the optimization can still be forntethinto
an equivalent problem of minimizing the artifacts that cagrdde
perceptual quality. Therefore, in this section we only dsscthe
optimization problem above.

Our problem is how to to measur&Me (re f, m), the IND sur-
face of the combined perceptual quality. As there are mialtie-
pendent system controls, the high-dimensional JND surait®e
expensive to measure by subjective tests. Further, theatsnh
m may have dependent effects. Since we do not know their depen-
dence, we defin@SOMB (r¢ £, m) using functionf without a closed
form.

Poio(re f,m) (4.9)
— f(Prl;r(])(talgleC 1(T€f, m1)7 Pr?(;(talglec Z(Tef, ml))a
., Breverd (e £ m) (ref, my)) (4.10)

where  Pade” (ref,m;)
= PMeUCipof mi|m; =0,j#i),i=1...n(4.11)

Here, PMeUcl (¢ f m;) is the quantitative metric corresponding
to the controln;. The quantitative metric is carefully chosen so that
it represents an undesired effect, or an artifact. The highes, the
more degradation it will result in the overall perceptuadhlify.

As an illustration, following the example in Section 4.22g

have JND surfaces on users’ perceptions of the delay effesisd
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on, respectively, delaying, extending, and shorteningviddal ac-
tions. In each surface)oicdS expressed aBhoice(7e f, m), Where
ref 1s the duration of an action, and is the network latency. We
like to find PCOMB (re f,m), the IND surface of the combined strat-
egy. Asm = (m‘t mtPFt mlPF2) the 5-D JND surface will be
expensive to measure by subjective tests. Further, theaisnn
m may have dependent effects. Since we do not know their depen-
dence, we defin@SOMB (¢ f m) using functionf without a closed
form.
Progeex(ref,m)

= f(Prllotice(Tef7 m*- )s Pr/mtice(reﬂ mLPFl)v Pr/lotice(refv mLPF2>)
(

Prgotice(refv mLL) — PnOtiCG(T€f7 mLL ‘ mLPFl — O, mLPFZ — 0)
where < r;otice(reuﬂ mLPFl) — Pnotice(ref, mLPFl | mLL — 0’ mLPFZ — O)
{ noticel €S> M = Protice(re.f, M
The problem is how we can attaiff;QM2 (re f, m) with the individ-
ual JND surfaces of each strategy in hand.

LPFZ) LPF2 | mLL LPF1 _ O)

=0,m

4.5.2 Theorems Derived from the Dominance Properties

The following two lemmas can be derived directly from Axiot34..
Lemma4.5.1.

then ;> m; for PMEYC (o f i) = Prax  (4.12)
Lemma 4.5.2.Using the above definitions, we have

PHCO%(I;/é?f(Tef7 miy,ma,..., mn) (413)

< PSOMEB(ref, 1, mha, .. ., 1. (4.14)
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The following assumption is a more specific form of the human-
focus dominance property. Itis based on the observatidrnrttiast-
paced multimedia systems, subjects will only notice the idamt
delay effect of the dependent controls but not those dueadividual
controls when compared to the reference. This is furthenudised
in Chapter 7.

Property 4.5.1.Givenim = (1, Mo, . . ., 1,), thenPSOMB(re f i)
is equal to the maximum of the three individual noticeabsitvhen

they are equal.

PEOMB e f ) = max {PMEVCT (1o f )}, (4.15)

1=1..n

Corollary 4.5.1. PSOMB(re f 1h) = Prax

notice-f

The proofis straightforward by applying Property 4.5.1 aathma
4.5.1.

Corollary 4.5.2.
Proteedref,m) < max {Prges " (ref,m)}.  (4.16)

Proof. This can be proved by combining Lemma 4.5.2 and Corollary
45.1. ]

Without knowing the closed form of functiori in (4.10), the
best we can do is to minimize the upper boundfofAccording to
Corollary 4.5.2, we have

P = min max {PTCT (e f m,)}. (4.17)
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4.5.3 Solution of the Optimization

Case 1: Simple Constraint

In this section we study the optimization when the constrean
k'm < ¢, wherek is a vector of positive weightge( > 0 V1 <
i <n), m = mq,ms,...,m, IS avector of the control parameters,
andc is a constant. We prove that the optimal solution of the op-
timization appears when the individual control parametessilt in
the same noticeabilities of the degradations.

The optimization problem is as follows.

P = min max {PTCT (ref m,)}. (4.18)
subject tok'm < ¢,k > 0,¢ > 0. (4.19)

The following theorem proves the optimal solution to (4:18)
(4.19).

Theorem 4.5.1.The optimal solution to (4.18)-(4.19)(B,, mo, . . ., m,),
where

L o
Proice  (ref.T1) = Proice - (re.f, T2)

= ... = Pmevcn(ef m,). (4.20)
Proof. The proof is by contradiction. If (4.20) is false, then witio

loss of generality, we assume thBPS" ! (ref ;) is the largest

among allPmevic? (e £ 7)1 < i < n.

Based on Axiom 4.3.1, we know thB{SVC” (re f m;),i = 1...n

otice
are, respectively, monotonically non-decreasing withaasingr;, i =

1...n, To get the optimal solution?™e¥c ' (¢ £ 77,) should be re-

duced as much as possible. However, P38 ! (re f, 7m,) is re-

ice
duced, P (¢ f ), 1 < in will be increased due to (4.19).

These lead to largelP™ "/ (re f, m;), 1 < i < n.
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As we assume thaPmelicl (r¢ f 77,) is the largest among all

pmeticd (o f 7,) , the optimal solution of (4.18)-(4.19) is when
P = Proies V(refmy) = PRgde® (ref, ) +0y = Pigte ™ (re f. mms)+
03 = --- = Pmeticn’(yof 77 ) + 4,. However, we can always

find §; > 6. > 0,1 < i < n such thatPmevic (ref ;) >

pmeticl(pe f ) = PMVCT (e f ;) 4 6,1 < i < n. Therefore

pmeticl(re £ 77,) is not optimal. Contradiction! O

Case 2: Complex Constraints

We discuss the strategies in searching the optimal soluiien the
constraints do not follow the simple form in Section 4.5.3.

When the optimization is complex to be solved in a closed form
and many variables and constraints as well as differefis exist,
it is hard to find an optimal solution at run time. Fortunatsigveral
observations can help simplify the problem.

Firstly, the complex problem can be divided into several-sub
problems, each of which can be solved by the optimizationeic+ S
tion 4.5.3.

Secondly, several constraints have already limited thgeai
the solution, so the search of the optimal solution can bfopaed
quickly.

Thirdly, in multi-user systems, not all users have intaoad si-
multaneously. Therefore, the search space of the optilnizean be
greatly reduced when we only focus on the users that have®ss
interactions in a short future.

As these methods are highly application-dependent, we demo
strate them in detail with a fast-paced online shooting gan@hap-
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ter 7.

4.5.4 Summary

In this section, we discuss how multiple system controls loan
mapped to perceptual quality by a JND surface with multipte d
mensions. We presents how the problem can be simplified wigen t
JND surface is used for the optimization of perceptual quaind
prove theorems derived from the dominance properties dnabe
used to simplify the optimization. The theory can be usedterl
chapters for optimizing real applications.

4.6 Conclusion

In this chapter we have discussed how the two dominance prope
ties we have found can reduce the number of offline subjetdsts

for attaining the mapping from either single of multiple &\ con-
trol(s) to perceptual quality. The efficiency and preciasid the
proposed theory are either proved by numerical simulat@mnsy
mathematical proofs. With the help of JND surfaces, the nmapp
can be stored in a compact form which can be used in later etsapt
for the generalization under different run-time condisohVe have
further summarized the results we have attained in Table 4.1

O End of chapter.



Chapter 5

Online Generalization of the
Subjective Opinions

In last chapter, we have presented how subjective opinitnsd-
lected in a set of offline tests using a JND surface. Becaubeeof
subjective tests are performed in a given network conditio@ re-
sults can only be reused when the network condition is theesasn
that in the tests, or when the change of the condition doeaffeadt
the quality with which we are consulting the subjects. Fenmtion-
line multimedia application requires fast adaption to thargye of
network condition. We need a sufficiently fast algorithm équti-
mizing the multimedia application using the JND surface sdtve
these problems, in this chapter we study the theory on howane c
generalize the subjective opinions we have collected inclagpter
(i.e. the JND surface) to any network condition that is pded by
the network-control layer. We further study a fast algaritfor a
single control in optimizing the online fast-paced intérac mul-
timedia applications when the quantitative quality metoan be
considered independent. For simplicity, quantitativeligpenetrics
are called quality metrics for short in this chapter.

147
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5.1 Problems and Approaches

Our research problem is two-folded.

5.1.1 Problem 1: Inconsistence of the JND Surface under Dif-
ferent Network Conditions

When the network condition becomes worse, the packet |ltssthe
one-way network latency, and the delay jitters will inceeascord-
ingly. Given the same system controls, the application paliform
worse with such worse network condition. For example, tgeai
guality of the audio and video can degrade. The online game ma
have more significant latency. For this reason, the JND serfee
have collected in offline subjective tests under a certamukited
network condition cannot be directly reused under varionige
network conditions.

Figure 5.1a illustrates the JND surface of the audio sigunality
in a link with 2% random losses. Comparing it with Figure 5.1b
which is collected in a link with 5% random losses, all the-cor
responding points in the latter JND surface have higher eness
of the degradation, which shows that more subjects canenttie
degradation of the audio signal quality in the case with nrare
dom losses.

Our problem is, given an offline JND surface like Figure 5.1a,
how we can generalize it to any network condition at any tisee,
that we can have an online JND surface like Figure 5.1b.
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Figure 5.1: Synthetic JND surfaces (both axes normaliz§@ 1¢) about the audio
signal quality when the random loss rate is a) 5% and b) 2%. rd/egerested in
how the former can be transformed to the latter one.
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5.1.2 Problem 2: High Complexity Search in Online Optimiza-
tion

In Chapter 4 we have studied the optimization of the peraepjual-
ity by minimizing the noticeability where degradation foultple
dependent controls. Recall Table 4.2, when the constrathemp-
timization is in a simple form in Section 4.5.3 Case 1. We have
efficient method to find the solution. However, when the camst
is complex, which is not uncommon in multimedia applicasiowe
cannot guarantee real-time performance. This is becaesgbijec-
tive function is amin max function that involves multiple JND sur-
faces, all of which cannot be represented in closed form.ekms
that we have to search over the many JND surfaces with an expon
tial complexity O(k™), wherek is the resolution of the JND surface
through the Y-axis, ana is the number of the quantitative qual-
ity metrics) to find the optimal solution instead of the palymal
complexity with a simple constraint. When the number of eyst
controls is large, the search time can significantly inczehe la-
tency of the system, which is not desirable in fast-pacestaative
systems.

Our problem is, how we can accelerate the optimization sdttha
can run efficiently in fast-paced interactive multimediplagations.

5.1.3 Approaches

To solve the first problem, our approach is to separate therdep
dence of network conditions from the JND surface. We hartde t
complex network condition with the network-control layeepented
in Chapter 3. After the processes in that layer, the perderedwork



CHAPTER 5. ONLINE GENERALIZATION OF THE SUBJECTIVE OPINIO8151

condition in the application layer has only small randonsé&ss In
that case, we can use the loss rate as the anchor to trandferm t
JND surface collected in offline measurement to fit the near pe
ceived network condition. This is possible because humans h
the same awareness on signal quality when facing the sanle sma
random losses in a given similar context (say in a videocenie
ing scenario with very few motions). This problem is dis@agsand
solved in Section 5.2.

To solve the second problem, in Section 5.3 we assume a simpli
fied but practical running condition in which multiple cciéil quan-
titative quality metrics are corresponding tsiaglesystem control.

Assumption 5.1.1.Single Control.We assume that a single control
corresponds to multiple JND surface, each is for an indepand
guantitative metric for the efficient algorithm discussedSection
5.3.

With the relation between the JND surface and the quanttati
guality, we can handle trade-offs with probabilistic methdo gen-
erate a single combined JND surface that can represent hpire&n
erence when these quantitative quality metrics are ingbltznally,
we search for the optimal control in this JIND surface. In thsy
we can simplify the search of many JND surfaces into the &earc
of only a few combined JND surfaces, and the complexity can be
reduced ta) (mk™/™), wherem is the number of system controls.
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5.2 Generalization of JND Surface in Online Net-
work Condition

In this section, we study how we can generalize the offlinesuesl
JND surface according to an online network condition.

5.2.1 Separation of Network Condition and the JND Surface

As bandwidth has increased significantly in recent yeansadays
network has relatively stable operating condition. We hsh@vn in
Chapter 3 that the perceived network condition, i.e. the/agk con-
dition after processing in the network-control layer, hagyemall
random losses, and without significant delay jitters andseoutive
losses.

Therefore, it is reasonable to follow the Internet Protdsoite
and process all network traffic in the lower transport layénsthis
way, the generalization discussed in this chapter are aniyeld to
the application layer. In other words, all the network caiodi in
this chapter is a “filtered” version that has more stable pétvibe-
havior. We have called this network condition the perceivetivork
condition in Chapter 3.

With this strategy, we can simply transform the JND surfaee w
have measured in offline subjective tests under a simulatkeavith
losses to attain the desired JND surface at run time.

For example, in offline subjective tests we have measured the
JND surface based on a simulated link with 5% random loss rate
We study how we can transform this JIND surface to the one based
on an online link with 2% random loss rate.
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5.2.2 Transformation of the JND Surface under Small Ran-
dom Losses

As shown in Figure 5.1, subjective opinions regarding thancfe
of system controls can be affected by the underlying network
dition. Because the application layer always communioattsthe
network-control layer to adjust the system controls, itesessary
for the application layer to react to the change of netwonkdto
tion and use a new JND surface that can adapt to the onlinerietw
condition.

The network-control layer has helped remove most network im
pairments, and the remaining factors that can affect thgestine
opinions are the change of network latency and the loss rate.

When the average network delay increases, we can simply in-
crease the starting EED in the JND surface without chandieg t
surface itself. The mapping is as follows:

Pnotice,neV\(T’; m) = Pnotice,olcx(r +d, m);

whered is the change in the network latency.

We can modify the JND surface in this fashion because network
latency and network loss rate are generally independehtynge,
expect under a severe network congestion, in which caseatiee
multimedia application will already be suspended. We donesd
to modify the interactivity surface because the new netvaankdi-
tion should not change human sensitivity on interactivityshort,
we can do online modification of the offline-measured JNDasref

After the transformation on network latency, we considex th
transformation on network loss. When the average netwakrate
changes, we can transform the JND surface based on theairigin
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loss rate and the modified loss rate. Recall the definition dfiB
surface in Definition 4.2.8. The input of the function is tleder-
enced control and the modification, and the output is the eness
based on the subjective tests performed. As long as thecrefer
and the modification are the same, the subjective test haadsir
been done, and the function value remains unchanged. Imw#ys
we use the following transformation:

Protice ne ™, M) = Protice,old f 1(7', Ploss,old Ploss,new;
f2(m, pioss,old Ploss,new ), (5.1)

where f1 (resp. f2) is a function that calculates the corresponding
r (resp. m) in the original surface according to the old and new
network loss rates and the error correction algorithm. Nio&e f 1

and f2 are valid as long as the original loss rate is larger than the
new loss rate. It means that as long as we have measureddiveabri
JND surface in a network condition with the largest netwosdslrate
rmax assumed (5% according to the assumption in Table 1.2 for the
network-control layer), the JND surface for other netwarkd rate

can be attained by transformation.

Lemma 5.2.1. f1 (resp. f2) are monotonically non-decreasing re-
gardingr (resp.m).

Proof. This is true because a largeor m indicate a higher loss rate
for error correction, which also needs more error correctiothe
new setting. ]

Theorem 5.2.1.A JND surface measured in the largest possible net-
work loss rate is sufficient for the transformation to any JdilDface
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under another loss rate.

Proof. Let rmax new(r€Sp-rmax.old be the maximal control under the
loss ratepiess (resp. 5%). For any network loss ratgss < 5%, be-
cause we need less resource for handling the Jassmax new 5%, Pioss)
< Tmaxola Further, according to Lemma 5.2 1 (r, 5%, pioss)

< f1(rmax.new D%, Ploss). Therefore f1(r, 5%, pioss) < T'max,ole MeaN-
ing that the value is in the range of the JND surface measurgtha
loss rate. A similar proof applies tfR. ]

5% is set per our assumption on the application layer. If tukec
in application layer can perform good with a high loss rdtentthe
value can be even higher.

Figure 5.2 presents the JND surfaces when the network has a 1%
2%, 3%, and 4% loss rates, respectively. All of them are gdadr
from the offline JND surface shown in Figure 5.1b with the pregd
method in this section. The time for generating each of themi
ordinary Desktop PC with an Intel Core 2 Duo E8400 CPU is 7.1
ms in average. This clearly shows the efficiency of our atbori It
is worth mentioning that the left part of the 1%-loss-ratdate has
more red point at the middle than those in the 2%-loss-rafacel
This is because with a low loss rate, a small change in therédss
after error correction is significant. It also shows thatithesforma-
tion of the JND surfaces cannot be done by a simple pointtotp
calculation, because the mapping is based on the loss stéamhof
the EED.
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Figure 5.2: JND surfaces (both axes normalized to [0,1]hereludio signal qual-
ity when the random loss rate is 1% - 4% in simulated links. iévork latency
is 50 ms with no delay jitters. The packet interval is set ton®) The error
correction strategy is 4-way piggy-backing.
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5.3 Efficient Optimization Algorithm with JIND Sur-
faces of a Single Control

In this section, we propose an efficient algorithm for opximg the
perceptual quality with independent JND surfaces cornegding to
a single control, as stated in Assumption 5.1.1.

To understand why this simplification is useful in real apgli
tions, we revisit the controls in multimedia systems. Oalfast-
paced interactive multimedia systems have some criticiésy con-
trols. For example, we have studied the benefits of a longeéerbu
for previous chapters in reducing the loss rate and deltgrgitn
transmission. The buffering time is part of the overall EEBieh is
a critical system control. Another critical system contsdhe trans-
mission bandwidth, which has been managed by the netwarkalo
layer. When we try to improve the efficiency in online optiatibn
of perceptual quality of the system, we need to focus on titieadr
system controls rather than individual quantitative gyatnetrics.

In other words, we can group the JND surfaces corresponding t
guantitative metrics of the same system control into a castbdND
surface, instead of treating them separately. This cartlgnegluce
the computational complexity in searching for the optimatem
controls. In this case, we only search a few combined JN[asgH,
each corresponding to one system control, instead of segrali

the JND surfaces simultaneously.

To understand the idea of the combined JND surface, we first
study how quantitative qualities are represented in inldial JND
surfaces. We then show how trade-offs in the optimizati@rap-
resented in the form of human awareness of positive and imegat
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changes. We finally propose a method for tackling the trdtteho
a combined JND surface and find the optimal system contrdianh t
surface.

5.3.1 Quality Metric, JIND Surface, and Trade-offs

To understand the trade-offs among quantitative qualine3ND
surfaces, we first refer to the relation between awarene$shem
corresponding perceptual quality.
With one system control, a IND surface plptse f, mod), where
p is the awareness that measures the probability of subjémisan
identify the output due to the modified referenegf + mod from
that ofre f when the outputs are presented in a random order.
With a simple extension, a JND surface can represent thefimmodi
cation when it lead to improvement or degradation.

Definition 5.3.1. Let p be the awareness of a pairwise comparison
of two outputs of a multimedia system, one due to a referenm i
(ref) and other due to a modification of the referencef(+ mod).
Thenp > 0.5 (resp.p < 0.5) indicates thatef + mod has better
(resp.worse) relative perceptual quality thaw f, whereagp = 0.5
indicates the same perceptual quality.

Figure 5.3 illustrates two JND surfaces when the qualityrimet
either improves or degrades monotonically after the comtaut
is changed with respect taef. We show the ideal JND surfaces,
the upper ones with respect to a quality improved with angased
mod, and the lower ones with respect to a quality degraded with
an increasedhod. For example, when the system controF# D,
the former one can be the signal quality and the latter onebean
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Figure 5.3: Synthetic JND surfaces (both axes normaliz§el 1¢) when the qual-
ity metric is improving or degrading with respect to the ecohinput. The bar
shows the increased absolute awareness of the change \aitea modification,
either showing the fraction of subjects who can correctgnitfy the output with
better (the top figure) or poorer (the bottom figure) qualaysed by an increased
mod. An absolute value of awareness indicates the fractionredsea negative

value indicates a degradation in perceptual quality.
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Figure 5.4: Relation between awareness and relative pewegpuality. The hor-
izontal color bars (obtained from Figure 5.3) show how theo#lite value of
awareness increases as the modification is increased. aawdreness of the
improved quality becomes larger as the control input ireesavith respect to a
fixed referenceref;. The increase is slower when the fixed referenceeis.

b) The awareness of the degraded quality becomes largeeanddification is
increased. Note that theaxis only shows the relative magnitude of perceptual
quality.

the interactivity in VoIP or videoconferencing. In onlinarges, the
former one can be the precision of the states in the game,hand t
latter can be the interactivity.

Next, we study the trade-offs among quality metrics. Wheh
is given, we illustrate in Figure 5.4 the relative perceptyzality
in Figure 5.3. Consider two referencesf; andre f,. Starting from
re fi In Figure 5.4a, the absolute value of awareness increases-mo
tonically (because perceptual quality is better) when tloelifred
control inputref; + mod is larger. This same applies tef,, but
the increase is slower, as perceptual quality increasésanstower
trend. Figure 5.4b shows a similar behavior, where negainere-
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ness indicates a degraded quality after the change.

The above observation illustrates an important relatidwéen
awareness and relative perceptual quality, namely, wherpaced
to the same reference, a higher awareness indicates bextbteppual
guality. This is stated formally as follows.

Lemma5.3.1.LetQ(x) be the perceptual quality of a simplex qual-
ity metric controlled by input. With given referencee f,

p(ref,mody) > p(ref, mods)

= Q(ref +mody) > Q(ref + mods) (5.2)
Q(ref + mody) > Q(ref + mody)

= p(ref,mody) > p(ref, mods). (5.3)

With Lemma 5.3.1, the (relative) perceptual quality of algya
metric can be fully evaluated by the corresponding JND serfa

Figure 5.4 clearly illustrates the trade-offs among qualietrics.
It shows that two quality metrics change in opposite dimwiwhen
mod increases (note that the number of metrics is not limitedto 2
With a largermod, we can have better quality in Figure 5.4a, whileas
we have a poorer quality in Figure 5.4b. How we can find the-opti
mal setting of the system control, iz f +modoyy, is @ problem that
needs to be solved in the optimization. As an example, in \dvlP
videoconferencing, only when EED is increased to the deadif
an additional parity packet can ASQ be improved. Obvioubkkgre
are trade-offs between short and long EEDs. While a short E&D
provide good interactivity (discussed in Chapter 2), a |&fdD can
allow the receipt of more parity packets, resulting in adretSQ.
As another example, in online games, a longer buffering tane
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provide more precise update of the states in the game, baelag
can worsen a player’s experience of the operation.

5.3.2 Combining JND Surfaces Regarding a Single Control

We have discussed the algorithm for searching the optimaemie
dent system controls in Section 4.5. However, it is not armciefiit

online algorithm. In this section, we present an efficienthud for

obtaining the optimal system control. This method is basedrm
assumption that quality metrics relating to the same systamirol

are independent in human perception.

Assumption 5.3.1.IndependenceThe quality metrics correspond-
ing to the same system control are independent in humanp@roe

This assumption can be justified by that humans handle difter
sensations mainly by different parts in the brain. Whilertajecan
exist, they are not significant and can be ignored in the siicg
tion.

We define the combined awareness to measure the result of a pai
wise comparison when evaluating the relative perceptualitgu)
of an application (see Definition 5.3.1).

Definition 5.3.2. Thecombined awarenessf multiple independent
JND surfaces is the fraction of sufficiently many subjecte wdm
notice the output caused by a changed input to have betteeper
tual quality than the output caused by the original input.

Recall that awareness of a quality metric represents tlotidra
of subjects who can correctly identify the output caused byoal-
ified reference from the original when they are shown in a oamd
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order. Although this is a probabilistic concept, the conebliaware-
ness of multiple independent simplex quality metrics is siotply

a product of their awareness because awareness is not mbeye
even when the corresponding metrics are independent. Fon-ex
ple, when there is no modification, the awareness of ASQ and in
teractivity is 50%, but the combined awareness is still SO,
1—(1-0.5)(1—-0.5)=0.75.

To allow awareness of multiple independent metrics to berint
preted probabilistically, we convert it inteoticeability previously
defined in Chapter 4. To simplify our definition, we use in thes-
tion the absolute value gfas awareness.

Definition 5.3.3. Noticeabilityu(re f, mod) is the fraction ofV sub-
jects who can correctly perceive the change aftef is changed by
mod whenN is sufficiently large.

For the same subjective test, awareneasd noticeability., are
related to each other as follows:

w=2p—1. (5.4)

Before we can calculate the combined awareness, we need the
following result to relate the perceptual quality of mulésimplex
metrics and the combined relative perceptual quality. Fopbcity,
we only present the result for cases with two simplex quatiggrics.

A general case with more than two quality metrics can be antyil
derived.

Axiom 5.3.1.LetQ, and @, (resp.Q; and Q) be the relative per-
ceptual quality of two simplex quality metrics with respecthe
original (resp. modified) control inputs. Further, led).omp and
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Q.omp D€ the corresponding combined relative perceptual quality
Then,

a) Q) > Q1 and@; > Qs = Quomp > Qeomb
b) Q) < Q1andQ; < Q2 = Qeomp < Qeomb
c) Q) = Q1 andQ, = Q2 = Qeomp= Qcomb
d) Q) > Q1 andQy < Q2 = Qeomp? Qeomb
e) Q) < Q1 andQ, > Qs = Qcomp? Qcomb

The first two conditions in the axiom can be explained as feglo
When we present two alternative outputs for a system withsivwo
plex quality metrics, a subject will always be able to idBnthe
alternative with better perceptual quality if the perceptyuality of
one quality metric is improved while the other is not degrhde

The third condition corresponds to the case when subjentsata
identify a change in perceptual quality for both quality nost As
a result, subjects will respond by a random guess.

The last two conditions correspond to cases where one metric
improved and the other is degraded. Depending on the amdunt o
modification with respect to the reference, it is possibé fubjects
may notice better, the same, or worse overall perceptudityjbe-
tween the outputs corresponding to the reference and théietbd
reference. The outcome will not be known until actual suibjec
tests are performed.

For the last two cases, we assume that the probability fon the
to happen is low for the majority of references and modifaai
(to be verified at the end of this section). Under this assionpt
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we simplify their combined awareness to be 0.5; that is, extibj
will respond by random guesses. This simplification may geee
some small errors in awareness. However, these errors lyriaage

in extreme regions in the combined JND surface but not samfi
near the regions of interest.

This method can be easily extended to the case with multiple
guality metrics, by simply using a voting scheme to deteemvhether
the improvement is more significant than the degradation.

To computeP;omn, the combined awareness of two simplex qual-
ity metrics when the control input changes freay to ref + mod,
let 1.1 (resp. u2) be the fraction of subjects who notice an improve-
ment {esp. degradation) for the two quality metrics. According to
the independence assumption, the fraction of subjects is:

rm(l — l2) who prefer modification
p2 (1 — ) who do not prefer modification
§ (1 — pu1)(1 — p2) who find no difference (5.5)
12 who find improvement in the
first and degradation in second

\

The combined awareness is then calculated as:

Peomb = (1 — p2) X 14 po(1 — p1) X 0
—|—(1 — ,ul)(l — ,LLQ) X 0.9+ pypg X 0.5

R
2
= 0.5+ p1 — po. (5.6)

According to Definition 5.3.2P.,mp = 1 are for subjects who choose
the modified input (corresponding to the first case in (5.8)mn =
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Figure 5.5: Simplified combined JND surface of two syntheticfaces in Fig-
ure 5.3. Awarenesg > 50% indicates subjects prefer an increased reference,
wherea® < 50% indicates subjects prefer the original reference. The purke
bounds the region where awareness is larger than 50%. Tiikelisel indicates

the local optimum in the reference.

0 are for subjects who choose the original input (correspamth
the second case in (5.5)); af@omp = 0.5 are for subjects who
make a random guess (corresponding to the last two cases)i. (5

Figure 5.5 depicts the resulting JND surface derived ushg) (
when combining the two synthetic JND surfaces in the lefegbaof
Figure 5.3.

Note that in computing”.omp, the contribution of those subjects
who find improvement in one metric but degradation in the iothe
(5.6) 1s0.5441 110 Figure 5.6 illustrates the value of this term for every
point in the combined JND surface in Figure 5.5. The resuitvsh
that the amount is small throughout the bottom and the migaltes
of the surface, which are the regions of interest and comi@tocal
maxima in relative perceptual quality.
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Figure 5.6: The contour shows the value0di; o in (5.6). The values at the
bottom and middle parts are small. These regions are ofeisit@nd contain the
local maxima in relative perceptual quality. Its small valmeans that this term
will not significantly affect the search result.

5.3.3 Best Operating Points Using The Combined Surface

Given the JND surface of the combined awareness, we caredbhav
resulting relative perceptual quality. The result willoa¥ us to find
the best control input that gives the best relative peradmjuality.
The following corollary is used to search for the local maxim
perceptual quality.

Corollary 5.3.1. For any giveny,

e (Q(z)is the local maximum ife, x + 6] if P(x,y) < 0.5 for all
0<y<o;

e (Q(z) is not the local maximum ifw, x + 0] if P(z,y) > 0.5
forany0 <y <.

Proof. Based on Definition 5.3.1, the first part follows from the
fact that P(x,y) < 0.5 indicatesQ(xz) > Q(x + y). Similarly,
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Figure 5.7: The resulting overall relative perceptual gualerived from the com-
bined JND surface in Figure 5.5. The surface indicates aibetiange with

P > 0.5, a poorer change witl? < 0.5, and no change witl® = 0.5. The
awareness bar starting from f; shows the awareness increasing until the local
maximumopt is reached. The awareness bar starting frpimshows the aware-
ness decreasing from 0.5 as the reference increases.

the second part follows from the fact th&tz, y) > 0.5 indicates

Q(z) < Q(z + ). [

In the corollary we only define the local maximum framto
x + 0 because in a JND surface we can only measure awareness
when the control input is increased. However, if we only éhiec
optimality on one side, it is possible there exists- 6 < z' < x
such thalQ(z') > Q(z) > Q(z + y) where0 < y < §. To assure
that the result is also the maximum on the other side of themeg
we look for the firstre f in the combined JND surface that satisfies
P(ref,y) < 0.5forall0 < y < 4. Then there should not exist
Q(ref —6) > Q(ref); otherwise;ref — ¢ can be found to satisfy
the condition, considering thatis sufficiently small.

In practice, we like to find the local maximum within the lastje



CHAPTER 5. ONLINE GENERALIZATION OF THE SUBJECTIVE OPINIOS8L70

possible range, and the largéswe can identify in the JND surface
Is the range of the increaggax Therefore, we discard any f that
does not satisfyP(ref,y) < 0.5, where0 < y < ymax until we
find the firstref that satisfies the condition. Figure 5.5 illustrates
the region where we have discarded tl¢ (bounded by the pink
curve), as well as the firsef that satisfies the condition (indicated
by the solid white line). Figure 5.7 further shows the raagltela-
tive perceptual quality derived from the combined JND stefa

As there may be multiple local maxima in perceptual qualdy d
pending ony, we can reducé from ymax to find otherre f if neces-
sary.

5.3.4 Complexity

The combination of JND surfaces require only a computatmn f
each point in the final combined surface; therefore, the adaip

tional complexity isO(k?), wherek is the resolution of each JND
surface through the X and Y axes.

The search of the optimal solution in the combined JND sur-
face also requires a one-pass search over the combined JéDesu
therefore, the complexity is also(k?).

When there are multiple system controls, we can classify: all
JND surfaces by system controls, and combine the JND swrface
corresponding to the same system control. If all the JINDasad
corresponding to the same system control are independercamat
best achievé® (mk /™)), wherem is the number of system controls.
This is significantly faster than the algorithm in Sectiob hich
has aO(k") complexity. If some of them are dependent, then they
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can still be used in the algorithm proposed in Section 4.5 the
optimal control along with the combined JND surfaces oladiby
the algorithm in this chapter.

5.4 Summary

In this chapter, we have proposed efficient online algorgHor
generalizing a JND surface to any online network conditismvall
as accelerating the algorithm for the optimization. Thelyamis of
the computational complexity clearly shows that our aldponis can
meet the requirement of fast-paced interactive multimeagialica-
tions.

As have been shown in Table 4.2, by now we have provided so-
lutions for single independent control with both simple amin-
plex constraints, as well as multiple dependent controth sim-
ple constraints. We also have application-dependent i@nts for
reducing the search space when solving the optimizatiobl@nmo
under dependent controls with complex constraints, whighbe
discussed in Section 7.3.3. We do not have efficient solsition
multiple independent controls due to the high complexitthie op-
timization.

O End of chapter.



Chapter 6

Evaluations in Videoconferencing

In this chapter, we demonstrate how we can improve the perakp
guality of videoconferencing systems using the method @sed

in this thesis. We present how we can optimize existing propr
etary videoconferencing systems without the source coithg wsir
network-control layer and our JND based method. Next, wkaoep
the audio codec of that system with an open-source voicgemulec
and to present how our method tackles trade-offs and findptie o
mal system control.

6.1 Improving Proprietary Videoconferencing Sys-
tems with Our Proposed Methods

Video conferencing systems are popular nowadays for sasiadkell
as business communications. Free systems like Skype (05116
in this study) and Windows Live Messenger (v15.4.3555.328k
attracted many users, but their quality may not be condisteder
different network conditions. Commercial systems, in casit have
more consistent quality but have high initial investmemtd aome

172
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have high operating costs.

To achieve good QoE in a video conferencing system undengive
network and conversational conditions, it is importantpemate the
system at amoperating pointwith a set of properly chosen param-
eters. Although finding the best point is difficult, it is pidBs for
subjects to compare in a relative sense the perceptuatyjoatwo
operating points and to identify whether one is better thame
distinguishable from another. Such a comparison entaitietioffs
among the objective metrics, where some metrics may leaérno p
ceptual improvement while others may cause degradations.

In comparing operating points of existing systems, we hauad
that many of them are sub-optimal. Some overly emphasize-int
activity without sufficient attention to signal quality. fome cases,
the EED is not sufficient to cover the network delay as wellas t
buffering time to smooth delay jitters and to recover lostkeds.
Without proper trade-offs between signal quality and iad¢éwity,
the overall QoE will be low. Our experimental results havevsi
that signal quality can be significantly improved if EED ightly
extended. To address this trade-off, it is important to stine ex-
tent of extending EED so that the degraded interactivity mot be
perceived.

We address this question by using JND. In the context of-inter
active video conferencing under the same network conditidiD
defines a range of EEDs from the original EED (operating point
within which humans cannot perceive any difference in extavity
(in a statistical sense) between the original and the newatipg
points. For those EEDs in the JND, we are interested in tha-max
mum EED. By increasing the original EED to this maximum EED,
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we can improve the quality of the system through additionat|
concealment mechanisms, without incurring perceptibénges in
interactivity.

6.1.1 Quantitative Metrics

For evaluating one-way quantitative video quality, we adoptan-
dardized metric called Video Quality Metric (VQM) [69]. Byopl-
ing various factors in a linear fashion into an overall netiQM
demonstrates a higher correlation to the subjective meamoop
score (MOS) than traditional signal quality metrics likeNFS VQM
generally maps MOS int{®.0, 1.0] range, with a smaller value rep-
resenting better subjective quality ahd)M = 0 implying a loss-
less quality. On the other hand, for evaluating one-way tfuan
tative audio quality, we adopt an International Telecomitaiion
Union (ITU) standard called Perceptual Evaluation of Spe@ual-

ity (PESQ) [6] that uses a human-speech model to captureathe v
lous factors affecting perceptual quality. Again, it hasighhcor-
relation to perceptual MOS. The range of PESQ-i8.5,4.5], and
the larger the better. Note that both VQM and PESQ can only be
used in offline tests because they require the original semuas a
reference, in addition to their high computational comjties.

As mentioned in Chapter 2, three metrics can be used to mea-
sure interactivity: EED, conversational symmetry (CS) aodver-
sational efficiency (CE) [76]. In a face-to-face conveimafi
(EED,CS,CFE)is(0,1.0,1.0). Small EED and CS as well as large
CE indicate good interactivity. When EED is increased, C&®bees
larger and CE, smaller, which reflect a degradation in ictendy.
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In short, we use five quantitative metrics to measure QoE: YQM
PESQ, EED, CS, and CE. We do not consider QoS (quality-of-
service) metrics like loss rate, delay, jitter and throughmpecause
their effects have been considered in the above metricsed¥er,
some of them may not be available in proprietary systemsSkyge
(and thus cannot be used to measure quality). For this reasotio
not use QoS metrics like the E-model [47] and G.1070 [89].

Given the five metrics presented above, trade-offs must lmema
among them in order to arrive at the best QoE. For examplegara
jitter buffer (which is a part of the overall EED) can mitigathe
late arrivals of packets due to network jitters and provideartime
for receiving redundant data in recovering lost packetswéler,
it will cause a longer waiting time for users to receive replin
a conversation. On the other hand, a shorter jitter buffduces
the chance that a late packet can be received and a lost gaeket
recovered, and thus degrades the signal quality [76].

Figure 6.1 shows the relationship between VQispectively
PESQ) versus CS and CE in Skype [84] and Windows Live Messen-
ger (MSN for short) [61] under error-prone connections. pagor-
mance was measured by a testBegl Talk(details in Section 6.1.2)
we have developed for improving the performance of proanet
systems. By increasing EED, we can use the additional uffele-
lay to better protect the multimedia data, leading to beditex-way
video and audio qualities. At the same time, as mentionedeabo
the interactivity of the conversation may suffer.

The results in Figure 6.1 show that EED affects not only VQM
and PESQ but CS and CE as well. Further, the default operating
points (EEDs) of both Skype and MSN under these network eondi
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Figure 6.1: Video and audio signal qualities versus intiriéyg in Skype and
MSN. The default operating points of these systems are ddttem left (with
MED of 255 ms for Skype and 176 ms for MSN). By increasing MEDthe
top-right operating point (with MED of 310 ms for Skype and’2&s for MSN),
VQM and PESQ are both improved while CS and CE are both dedrade
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tions are sub-optimal, leading to poor video and audio tjaaliOur
results further show that their quality can be improved lzyeasing
EED. An interesting question is, therefore, to what extemt EED
be increased, without incurring significant degradationraarac-
tivity that can be perceived by users? We answer this quebtjo
using the concept of JND.

6.1.2 Methodology

In this section, we present the loss-concealment methods pas-
sible by the extended EED to within IND. We then demonstrete t
approach for improving the QoE of existing systems.

Loss Concealments by Extending EED

In a jittery network, packets may arrive late under largeig. In
this case, the playout buffer will underflow, leading to freg and
degraded QoE. To smooth network jitters, a longer playotfebu
can be used to store more packets and to smooth delay jitters.

On the other hand, in a lossy network, packets may be dropped
and media data lost, again leading to freezes and low QoEe-To r
cover those lost packets in real time, FEC can be used to ddd+e
dancy in transmission and to allow lost packets to be recoctstd.
This approach will require additional bandwidth for sempiedun-
dant data and a longer playout buffer for receiving all thekp#s in
an FEC block before carrying out recovery.

The size of the playout buffer (and EED) can be increased by
JND without being perceptible. With this extra time, we havere
room to smooth out jitters and to recover lost packets. WHDE
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increased by JND, the probability for a packet arriving lz#eomes
Pae=1— CDF(EED+ JND(EED)),

whereC' DF' is the cumulative distribution function of network de-
lays. The probability that a packet is lost becomes
Ns—1
Post= Y _ Pr(only I packets are received
=0
where Ns is the number of source packets in an FEC block. The
minimal buffering time for packets in an FEC block is

Lbuffer = (NS + NR - 1)tintervala

where Nk is the number of redundant packets in an FEC block, and
tinterval IS the packet transmission period. With the additional JND,
the number of redundant packets that can be used in FEC is

wheretqelayiS @ random variable of packet delay.

Here, JND(EED) is obtained from a JND surface with the
awareness set to 75%, which is generally considered thshbic
by which human will not notice the difference.

Design of a the Network-Control Layer

In this section, we present the design of a network-con&ngéid in
the form of a packet interceptor [111] to capture and modky t
packet traffic in existing video conferencing systems. Quoraach
has two advantages. First, it can enhance an existing syasteim
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allows its performance before and after to be fairly comgafec-
ond, it can be readily accepted by users of existing systeatause
it improves their perceptual quality without changing toeavrsys-
tem.

We have picked Skype and MSN as our targets for improvement.
By implementing the scheme in Windows kernel mode, it allows
their traffic to be modified outside of their black-box designio
do this in real time, we have developed a kernel driver usigy t
Windows Filtering Platform [60]. This is part of the Windosiver
Kit in Windows 7 that provides ways to intercept, modify, angct
traffic in various layers.

In our implementation, we only intercept UDP traffic of theeo
conferencing system. As depicted in Figure 6.2, we add aesexgu
number and a time stamp to each packet before it is sent. Irethe
ceiver, the driver buffers the packets and releases eadtetoideo
conferencing system after reaching certain delay fromithe each
was sent. The additional data will not exceed the maximumstra
mission unit (MTU) of 1500 bytes, as the size of the largeskpa
produced by Skype is 1406 bytes and that by MSN is 1078 bytes.

For FEC protection, we send an extra packet with parity data f
every several original packets. The parity packet is codeldrd-
Solomon code that allows a lost packet to be recovered iktiger
only one packet lost in the FEC block. After detecting a diirw-
ity in the sequence number, we recover the lost packet aralisen
to the video conferencing system. By succinctly choosimgsize
of the FEC block, the additional bandwidth incurred is spahile
offering protection to the original audiovisual data.

The rate control is performed by the TFRC algorithm builthe t
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proprietary videoconferencing systems. While this aldponicannot
be easily modified by the outer traffic filter, it already Satis our
requirements in the network-control layer, so we just kéepmod-
ified.

RealTalk: A Testbed for Evaluating QoE in Proprietary Systems

Figure 6.3 shows the architecture RéalTalk a testbed for eval-
uating proprietary video conferencing systems. The telstman-
sists of two Windows 7 machines serving as the video conéamgn
clients. The clocks of these machines are synchronized byiNe
Protocol (NTP) to ensure accurate measurements of comwersha
delays. An additional Linux machine serving as a network lemu
tor is connected to the two clients, where Trace Control fetelh
(TCN) [51], a trace-based network emulator, was instakedrmu-
late different network conditions using the traces coédct

To generate input video frames in real time under variousnéra
sizes and rates, we have developed a virtual camera progitdim w
Microsoft DirectShow. Audio is injected by Virtual Audio Gk
[63], a software for redirecting audio from one source tothao

In our testbed, each client behaves like a human that speaks a
replies using a pre-recorded audiovisual sequence. A#tcting
the end of the other party’s speech segment (using specid- ma
ers inserted into the audiovisual stream to indicate the sl end
times of each speech segment), it waits for HRD before ptathe
next segment. This approach allows our testbed to simudateec-
sations with different delays from a single audiovisualrseu



183

CHAPTER 6. EVALUATIONS IN VIDEOCONFERENCING

‘swiaffisualajuod oapia Arejalidoid 1o) pagisal uoen[eAs ue el [ead ainoalydte ayl g9 ainbiH

_ a+.v T

CRlABET]
S— Joje|nwis [ | punos [ | woishs
asuodsay guipuaiauod
— uewny || PEHSWI ] | -oepin
q 03pIA
N

Jolejnwy
J40MlaN

2Jejualu| L 8+V —
waisAs punos J01e|nwIS ~
Supuaiauod asuodsay
-09pIA [ | 90e}ialu| [ | uewnH
O3PIA K
e




CHAPTER 6. EVALUATIONS IN VIDEOCONFERENCING 184

Table 6.1: QoE results of our proposed scheme with Skypeu®d.116 and Win-
dows Live Messenger (MSN) v15.4.3555.308 in 2012.

% of Subjects
System Interceptor VOM PESQ EED(ms) CS CE Preferring

Scheme
Skvbe Off 0.54 3.77 239 1.54 0.88 0%
yp On 0.36 3.36 251 1.57 0.88 100%
MSN Off 0.76 3.08 276 1.63 0.87 0%
On 0.41 3.72 363 1.82 0.83 100%

Experimental Results

We have found that Skype performs poorly under a jittery easnn
tion. Based on the 100-ms JND found by the JND surface, our
network-control layer adds a 100-ms buffer to Skype to simast
jitters. To ensure the same sending rate, we enforce thenmoaxi
bandwidth in the TCN network emulator. (Otherwise, the gend
client in Skype will increase its sending rate after thee[dt have
been removed by our interceptor.) One way to limit the badtiwi
without the TCN s to include another interceptor at the seictient.
Table 6.1 shows significant improvements in video qualitthwi
the use of our interceptor, where VQM has improved by 33%. Au-
dio quality is decreased slightly by 11%, without being jeéred
In subjective tests. The degraded audio quality may be dtresu
of the higher video quality. It is surprising to find that theeo
all MED increases by only 12 ms with 100 ms buffers inserted by
our interceptor. This nonlinear change in MED may be cauged b
some time-consuming loss-concealment functions in Skwyhésh
are bypassed when Skype finds a lowdPR. Figure 6.4a further
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Figure 6.4: The change i PR by using our traffic interceptor, where the green
arrow indicates the change in the operating points. In M8 ,tacket sending
rate is increased by 20% in order to implement FEC, althohgliricreased send-
ing rate does not change the average loss rate and avetage jit

illustrates the network condition used for testing Skypéie hew
operating point has significantly lowérP R, leading to better sig-
nal quality and a non-perceptible change in interactivitpte that
the reduced/ PR is a result of the extended MED for smoothing
delay jitters or performing FEC. Without the interceptbelte is no
time to implement these loss-concealment schemes.

For MSN, we found that it performed poorly under lossy condi-
tions. With a lossy connection and a high turn frequencyJitB is
138 ms (also obtained in with a JND surface). We thus add a 138-
ms buffer in our interceptor to conceal those lost packatsggusEC.
Table 6.1 shows that, under the same network setting, vidabty
is improved by 46% and the audio quality is improved by 21%e Th
final MED is increased by 87 ms, which is within the target JND.
For a similar reason as that in Skype, the better signaltyualdue
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to the significant reduction ity PR (Figure 6.4b).

The last column of Table 6.1 also shows the results of the sub-
jective tests conducted to determine the quality of SkypeMSN
before and after deploying the interceptor. A total of 8 satyg were
invited to perform the tests, and all found that the quabtypé bet-
ter with the interceptor included. Another experiment onoéder
version of Google Video Conferencing v3.2.4.8431 in Gmad][
also showed the improvement of using our proposed intesceémpt
lossy networks. However, Google changed its design in 2fiiR &
peer-to-peer architecture to a server-client architectand it is not
possible to us®ealTalkto replay traces with this new architecture.

Our results clearly show that our scheme can improve the @oE o
existing video conferencing systems, without incurringcpetible
degradations on interactivity.

6.2 Optimizing the Voice Module

6.2.1 Setup

While the proprietary videoconferencing systems are taopex

to modify because they are not open-source, the audio codee i
system can be easily replaced by an open-source codec. $&ecau
the transmission bandwidth of the audio is considerablywiven
compared to the transmission bandwidth of the video codatnm

the voice in the system and transmit our own voice traffic duss
incur many changes in the traffic behavior of the proprietadgo-
conferencing systems. This provides us a way to verify thadiggu

of our online optimization algorithm.
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We have implemented such a codec using the ITU recommended
audio codec G.722.2 with the highest voice quality. As theat®
is low even with this setting, we do not care about the conges-
tion control. The transmission of the packets with the valeta
Is simulated with network traces collected from Planetlaig the
network-control layer is used for buffering the packets esmbver-
ing lost packets.

6.2.2 JND Surfaces

Figure 6.5 shows the JND surfaces of the signal quality aadrth
teractivity respectively with our voice codec. The steptgrat in
Figure 5.3a is due to the discrete time interval for recg\vparity
packets in an error-prone network. Only when EED is incrédse
the deadline of an additional parity packet can ASQ be imguaov

With the JND surfaces Figure 6.5, we use the algorithm for-com
bining independent quality metrics in Chapter 5 to gendregeor-
responding combined JND surface in the left panel in Figuéa.6
The independence of the audio signal quality and the intigrgc
can be justified by that a slow conversation and a fast coatiers
does not have significant impact on voice quality, and viasaie
The local maxima is identified by the right solid lines in thedt|
panel, which correspond to the best EED for achieving highgge
tual quality. The left solid line illustrates another locaximum we
can find when is reduced. The right panel in Figure 6.6a illustrates
the relative perceptual quality derived from the JND swafac
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Figure 6.5: JND surfaces in VoIP in an error-prone netwoingshg the fraction
of subjects who can correctly identify the output with be&Q (resp. poorer
interactivity) caused by an increased EED. An absoluteevaftawareness indi-

cates the fraction, whereas a negative value indicatesradkeipn in perceptual
quality.
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Figure 6.6: The combined JND surface and the correspondiagwve perceptual
quality for the VoIP application using the surfaces on AS@ arteractivity in
Figure 6.5. The optimal controls found by our method is showthe solid white
lines, whereas that found by the previous method [77] in @x€hdd white line.
a) The surface in a fast-conversation scenario shows th@aEED re f = 240
and the second optimal EEE2 f = 210. The first optimal EED is better because
P(210,30) > 0.5. The dashed line indicates the optimal EEEY = 245 found
by the previous method [77], which has a similar performanaeThe surface
in a slow-conversation scenario shows a much larger optif&d®d. Even when
P(320,80) > 0.9, ref = 400 is found to be a better EED thawaf = 320. In this
case, we use the maximum possible EEJ = 400 as the optimal control. (The
solid lineref = 400 is outside the range of the x-axis.) The optimal EED found
by the previous method isf = 270, which has poorer perceptual quality than
ours: P(270,80) > 0.9 and P(270, 130) = 1.0.
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6.2.3 Comparison with Related Method

As aforementioned in Chapter 2, the method by Sat and Wahg77]
most relevant to our method for optimizing multimedia systehat
do not have well-defined objective metrics. We thus compare o
method with this previous method.

Solution quality  Figure 6.6 shows the optimal controls found by our
method and the peer method. The solid white lines in Figusa 6.
show the two best EEDs found by our method, whereas the dashed
line shows the best EED found by the peer method. The regultin
optimal EEDs are very similar with comparable performarfég-

ure 6.6b shows our optimal EED is 400ms which is the maximum
possible of the system, and the optimal EED of the peer mathod
270ms. The awareness shows that when the original EED is270m
and the increase is larger than 80ms, nearly 100% of the csbje
will prefer the increase, which shows that our EED providetdy
perceptual quality than the peer’s.

Cost of subjective tests AS discussed in Section 6.2.4, because we
have decomposed the measure of awareness on interactidigig

nal quality, we do not need to perform subjective tests fatifig

the optimal MED when network latency changes. In comparison
the peer method needs new subjective tests for each canditio
network latency. Depending on the discretization of layetie sub-
jective tests will need to be repeated several times. Maeovhen
the conversational scenario changes, the peer method redotthe
subjective tests for each network latency. As an exampiestivork
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latency is discretized to 3 levels and the conversation Isasdarios,
the peer method will need to perform subjective tests in4 cases
which are combinatorially increasing, while our methodyam¢eds

to measurel + 4 cases which are linearly increasing. Obviously
our method will need fewer subjective tests when the contioina
of running conditions is larger.

6.2.4 Generalization of the Results in VoIP

Besides the generalization discussed in Chapter 5, angémaral-
ization is needed when interactivity changes. In VoIP, tbever-
sational behavior may change when a different topic is dised.

A business conversation may have a fast turn frequency,asbex
casual conversation may instead be slow. These two cortiarah
conditions will lead to different JND surfaces on interaityi Fig-

ure 6.6a fesp. Figure 6.6b) illustrates the JND surface based on
the interactivity surface measured for a fastsp. slow) conversa-
tion and the common ASQ surface in Figure 6.5a. We find that the
two surfaces are not very different, considering the digtion of
the improved (red) and degraded (blue) regions. Hencepioliz-
tions can be made between the two JND surfaces for intertaesiv

in between. All these computations can be done at run time.

6.3 Summary

In this chapter we have demonstrated how we can optimize & Vol
system using JND surfaces. We further study the method fer im
proving existing proprietary videoconferencing systersiag JND.
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We have attained better signal quality of audio and videondoen-
pared to existing popular videoconferencing softwareudicig Skype
v5.10.0.116 and Windows Live Messenger v15.4.3555.30&ha\Ve
further used our optimization algorithm to improve the augliality,
with far less subjective tests required than a previous atkth

O End of chapter.



Chapter 7

Evaluations in Multi-Player Online
Games

In this chapter we use our proposed algorithm [112] in Sadli®
for handling dependent quality metrics to reduce the defteces
while maintaining the consistency in a delay-sensitivetrplayer
online games BZFlag.

7.1 Background

Multi-player online gamesefer to computer games with multiple
players who interact remotely in the real world over the rinée.
Among themfast-paced online gamese increasingly popular with
improvements in network bandwidth and reduced latency. eHer
“fast-paced games” refers to games in which the reactioe tiea
quired is near the limit of human reaction time (215 ms on ayer
according to an online test [44]). We are interested in tlgzsaes
with action durations ranging from 300 ms to 700 ms, and in par
ticular scenarios with precise weapons. Examples inclhdetsng
games with bullets or missiles, fighting games with fast jumg or

193
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kicking, and racing games with weapons shooting enemies.

In these games, players stay in a common game wonkttnal
space even though they may be separateglhysical spacen the
real world. In virtual space, players percewgual time. Note that
virtual time is not necessarily the samesy/sical timebecause it
can be affected by network and buffering latencies.

An actionis a translation or a movement of a virtual object trig-
gered by a player that has some effects in virtual space. Astam
will not have any effect before it completes, the order ofaa is
defined by theicompletion order

We define theeference ordepof actions to be the order of com-
pletions in virtual space without network latenaye(, in a virtual
perfect world. Figure 7.1(a) illustrates the reference order in a two-
player game in which two players are shooting at the samettarg
A shaded box shows the start, duration, and completion otaona
that represents the shooting of a bullet in a player’s viewiitual
space. When there is no network latency, the messages ohé&s a
B’s actions are immediately sent to the other player’s sirgpace.

In both spaces, As action terminateg gtand B’s action terminates
att,, wheret, > t; defines the reference order. The example can be
generalized to more than two players, and the orders petdiy

all players in their virtual spaces are the same. In this,cadeal
time is aligned to physical time.

In contrast, when there is network latency, @ngtual orderof
completions of actions in virtual space can be differentfrithe
reference order. Figure 7.1(b) shows that the messages i
B’s actions are delayed by network latengy— ¢3 (assuming the
same two-way latencies). In B’s view, B’s action still tenaies at
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>

A’s View

B’s View

(a) No network latency (b) With network latency

Figure 7.1: Physical network latencies can delay the comaplef actions and
cause the reordering of completions that are different wdmenpared to the ref-
erence order.

ty, but A's action is now delayed by — t; and terminates at =
t1+t1—1t3. Note thaiif'1 > ty implies a reversed order of completions
when compared to the reference order; that is, in A's viewa&tion
terminates earlier than B’s action, whereas in B’s view, &sion
terminates later. We call this phenomenonrderdering problem

Reordering is directly related to consistency and coresgnn
the continuous domain [58]. Consistency requires the $tatiton
order in our context) at timebe the same in any two players’ virtual
spaces if both have completed all operations supposed tebated
beforet. Correctness further requires the state to be the same as the
virtual perfect site (reference order in our context).

In this chapter, we definstrong consistencyo mean identical
actual and reference orders (thus satisfying consistemtygarrect-
ness defined in [58]), and that the interval between any topte-
tion times is unchanged when compared to the reference.drter
latter requirement is important for the following reasons.

1. Ifthe intervals of completion times of multiple actions éonger
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than those in the reference, then the delays in the completio
times will accumulate. A later action may, therefore, terate
significantly later, and its effect can be perceived.

2. If an interval is shorter than the reference, then the ldeadf
the corresponding action is moved up, and there may be diffi-
culty to process the action.

Our definition also applies to the traditional well-studiedilti-
player online games (MMOSs), where consistency of statesaients
Is important. Related work has been reviewed in a recentegurv
paper [114]. Many techniques have been developed for niainta
ing consistency. Dead-reckoning is useful for predictimgua-
received future state if the corresponding play patterrelatively
simple [83]. Rollback moves virtual time backwards and agplthe
actions in the correct order once reordering is detecteldadtbeen
widely adopted because it is easy to implement. Recent appes
have focused on smooth correction techniques that repansis-
tent states during a game. However, subjective studies floavel
that such corrections are noticeable and annoying. In géner-
portant factors that can affect players’ detection of adroms [80]
include a player’s locus of attention, and the smoothnedslana-
tion of a correction.

The above approaches, however, can lead to perceptilfizctsti
in fast-paced games, like fighting, racing and shooting garas
soon as an inconsistency occurs and before it is fixed [88ks&h
games have higher requirements on keeping their statesstamts
than MMOs because the durations of their actions are vemt ahd
comparable to the network latency among clients. Playeisiiieed
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A’s View

B’s View

Figure 7.2: In delaying an action by the longest networkreyetraditional local-
lag algorithms solve the reordering problem by compengdtie virtual delay
caused by the network latency. However the artifact may bespeed by players,
as a player has to wait fax — ¢5 before her action is carried out.

to pay high attention to all fast-paced actions. For example
fighting game, a defender should keep changing the way shdgua
when defending the constantly changing attack patternsh &tigh
attention level as well as the short durations of actiongeader the
artifacts of rollback or correction perceptible [80].

A number of techniques have been developed to solve the above
problem. The local-lag method [58] maintains consistengylé-
laying an action in virtual space slightly after a playetiates the
action. Figure 7.2 illustrates the local-lag method. Thegkest net-
work latency {4 — t3) is first estimated. In As view, As action is
delayed byt, —t3 before it is transmitted to B. B’s action in A's view
is then forced to be delayed by = ¢, — t5 to ¢5 in order to assure
all actions that should start before this action in A to haneugh
time to inform B. The completion times of A's and B’s actionga
respectivelyf; andt, (¢, < t,), which are the same as the reference
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order in Figure 7.1(a). Although this can avoid inconsisteswhen
compared to rollback and smooth correction techniquesntlead
to noticeably sluggish response.

To demonstrate that the local-lag strategy can produceeuttie
delay effects, we modified the code of an open-source ordinle-t
battle game BZFlag [64] to implement the strategy. The gaa®e h
rapid actions as well as fast interactions.

To better represent fast-paced games, we modified the basd sp
of a bullet in BZFlag from the original setting of 100 unit$ss300
units/s. Using bullets of different durations, we hired liddgnts to
perform subjective tests and asked each to choose whidhgskéd
slower response: one in a reference network without |latesagt
another in a network with latency but with the local-lag s&gy. If
they could correctly identify the second setting, then theal-lag
strategy was unable to conceal the delay effects.

One-way network latency (second)

0.4 0.5
Duration (second)

Figure 7.3: P oicewhen using the local-lag strategy to conceal the effectsedf n
work latency in BZFlag. The x-axis shows the original actiiomation common in

all virtual spaces; the y-axis is the one-way network lageiitie dark blue curve
shows the contouPtice=50%.

Figure 7.3 displays the result using a JND surface measutld w
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the algorithm proposed in Chapter 4. It shows that the |Gaktrat-
egy cannot conceal the delay effects because 50% of thecssibgn
identify the scenario with a short 25-ms one-way networkriay,

even when the action duration is 0.5 second (that coverst anau
third of the distance in the game map and is 20 times longerttia
network latency).

Other methods like local perception filters [85], insteaddify
the durations of actions in order to maintain consistenay,they
can produce noticeable change of durations, especialpsirdfaced
actions. In this chapter, we call thedelay effectdecause they
cause players to feel “sluggishness” or “having undue sésshin
their games. These were also called “glitches” in some ptevi
papers.

Theblank-period problenmccurs when the response of the target
is unpredictable at the time the action from the attackeompeted.
We illustrate it using a simple scenario with one attacket ane
defender. There is no reordering here as there is only onenact
from the attacker.

In the reference case with no network latency, an attackmttr-
minates when the target's response is received. Figura)shpws
that A's action terminates at in both A's and B’s view. In contrast,
when there is latency, the action in the attacker’s view teates
before the target's response has been received. Withoutikgdhe
unpredictableesponse, there is a blank period in which the target’s
response cannot be displayed in the attacker’s view. Figul)
shows that the action in A's view terminatestatwhereas the tar-
get’'s response is availabletat= ¢, + RTT. An inconsistency may
occur if a random outcome is displayed in A's view in the blaek
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riod. To ensure consistency, the action in the attackeew \ahould
not terminate until the target’s response has been received

Besides solving the reordering problem, traditional mdthcan
also be adopted to solve the blank-period problem. The diacgl
[58] and the local perception-filter methods [85] can redcie ac-
tions in order to let them complete after the response has feee
ceived. However, as mentioned above, these methods maydead
significant delay effects that are perceived by players.

Our goal in this chapter is to develop methods that can signif
icantly reduce the perception of delay effects when strantsis-
tency is maintained in fast-paced online game. Our appraath
determine at run time the best setting of control paramétatscan
conceal the delay effects. The possible combinations afcbpa-
rameters to use are found by offline experiments evaluatetthdoy
JND surface.

Our study is based on five assumptions that are general enough
to cover many fast-paced interactive online games. Theyhang-
ever, not essential for designing strategies in slow-paeades be-
cause these games have sufficient slacks for performinigacis
and other smooth corrections without being noticed by pkaye

Assumption 7.1.1.We assume that network latencies in the near
future are similar to those of the recent past (typically e ast
few seconds). This assumption allows a priori setting ofsike of
delay buffers. Many previous studies [34,85, 88] rely os thiplicit
assumption, which has also been verified in Chapter 6 and ean b
test at run time (See Chapter 3). We further assume the nketwor
loss is sufficient small after the buffering and error corlosent in
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the network-control layer, as online games generally rume better
network condition than which videoconferencing runs in.

Assumption 7.1.2.We develop our methods with respect to one
weapon. The methods developed can be generalized well tesgam
with multiple weapons because changing weapons is a relgtiv
slow action, and there is sufficient time to notify other playwhen

a player changes her weapon.

Assumption 7.1.3.We assume that weapons are precise, that each
player can attack one target at a time, and that multiple ekt&as

can attack the same or multiple targets at the same time. Wmto
consider imprecise weapons (such as a boom or a field magit) th
attack multiple targets at the same time. In this case, ptagle not
care about the order of the attacks as well as the consistefiteir
completion times.

Assumption 7.1.4.An action is realized only when it completes,
which is common for precise weapons. For instance, thetefifiec
shooting a bullet is realized when the bullet arrives at thsgét.
Without this, it is not possible to conceal delay effects tgnging
the timing or duration of an action.

Assumption 7.1.5.An attack action (such as punching or kicking
in fighting games or shooting a bullet in shooting games) ishmu
faster than the movements of avatars of players in virtualcsp
This means that the duration of an action does not vary mudh wi
respect to the movements of avatars. The assumption isnahkeo
as the reaction times in fast-paced games are near the lirhimman
reaction times, and such a short duration can only relatert@tiack
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action, rather than the movement of an avatar. Example adio
rations studied are 300-700 ms, although slower-paced ganith
longer action durations can also benefit from our algorithms

Problem StatementBased on these five assumptions, we study
the reordering of action completions in fast-paced mulipr on-
line games running in a network with latency. We study it urtde
cases, one in which the target’s response is predictabla@oither
in which it is not. In the first case, an attacker does not haweatt
for the target’s response before proceeding to her nexirad®n the
other hand, in the second case, the outcome to an action mownk
until the target’s response has been received (i.ebldnk period.
This means that an attacker has to wait for the target’s respbe-
fore proceeding to her next action. Under each of these twes;a
we study two related sub-problems.

In the first subproblem, we develop an analytic method foreaeh
ing strong consistency at run time.

Figure 7.5 illustrates the approach that corrects an instar
order by combining the local-lag strategy (by delaying ttaatsof
a player’s action) and the local-perception filters (by egirg the
duration of her action and by shortening the duration of ttheio
player’s action). Because all these are small adjustmdrégjelay
effect due to each will be less noticeable than that causeshbij
adjustment when applied in isolation.

In the second subproblem, we develop a polynomial-time-algo
rithm for finding the optimal multi-dimensiondt,qiice Of delay ef-
fects caused by multiple controls that are perceived as dewur
approach decomposes the evaluation of the multi-dimeabiiice
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Use local lag Extend the duration | Shorten the duration

with a shorter of the action by the of the action by the

period local player remote player

= A4

2 |

>

m F

< B f

time
\ >
A 7

B’s View

Figure 7.5: An illustration of our proposed approach fowvsa the reordering
problem.
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into multiple simpler subproblems of evaluatifg,ice Of each con-
trol. With the results in Chapter 4.5, we show that, when &ngdt's
response is predictable, optimality occurs wliiglice Of all its com-
ponent controls are equal. This reduces the complexity dirfgithe
optimal Pnqiice from exponential to linear. If the response is unpre-
dictable, the optimaP,qtice can still be found in polynomial time.

Our solution extends existing methods [107, 111] for sajuime
blank-period problem described above when the targefsorese is
unknown ahead of time. Our previous approach reschedweacth
tions in order for an attacker to have consistent infornmatrom a
defender, without taking into account the reordering oicgaictom-
pletions. Our current approach allows strong consistendyeten-
forced, both for targets with predictable as well as unmtadile
responses.

This chapter is divided into four sections. Sections 7.2 a3d
present our solutions for solving the reordering problenenva tar-
get’s response is predictable as well as unpredictablesifglicity,
we use a shooting game as a running example but evaluategthe al
rithms using the online game BZFlag [64]. Finally, a summiary
drawn in Section 7.4.

7.2 Solving the Reordering Problem for Targets with
Predictable Response

In this and the next sections we solve the reordering probidast-
paced multi-player games. By extending the local playestsoa
while shortening the corresponding remote player’s actia@show
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that delay effects can be made less aware while strong ¢encys
can be maintained. We divide our discussion into two scesari
In this section, we assume that the target’s response iscpabte,
which means that the attacker does not have to wait for tiyettar
response before starting her next action. In Section 7.3ssame
that the target’s action is unpredictable. To maintainrgiroonsis-
tency without rollback or correction, the attacker needwait for
the target’s response before initiating her next action.

Figure 7.6 summarizes the symbols defined on actionss L gt
T4, andt, p be, respectively the starting time, time it is ready, and
completion time ofA’s action in B’s virtual space. InB’s virtual
spaceyap = raa + dap, Wheredy g is the network latency be-
tweenA andB. Note thats 4 5 andr 4 may not be the same.

We aim to design control strategies to impra¥@ics R, M). We
identify the strategy used to contrdl by its superscript and omit it
when obvious. For exampl@,oice( R, M) refers to the case when
M"- is controlled by the local-lag strategy.

Note thatPyiice represents the probability of noticeability of a
strategy used to contrdl/ and is common for all players using this
strategy. A player using the strategy will have &4 represented
by a JND surface, which is obtained by instantiatiigyice( R, M)
to Photice(ref, m), whereref andm correspond to the reference
and modification used by the player. We further use the second
superscript to distinguish the role of a player in whose vibe
modification is made (by default the role is attackarK ). The
subscriptsA, B are similar to those used in actions. For exam-
ple, ProticdrefATs . my 5 ) stands forPhoice When the action
duration of attackerd in B’s view has changed fromefA™€ to
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SAA taa

A’s View
>
oF
>
=
>

laB

B’s View
>
3
Z

ra,B

Symbol Definition

TA,B time whenA’s action is ready imB’s
virtual space

m$ 5> modification of time inA's action
when shown inB’s virtual space us-
ing the strategy defined

SA,B actual starting time oft’s action and
shown inB’s virtual space

la.B duration of A’s action when shown
in B’s virtual space

ta.B completion time of4’s action when
shown inB’s virtual space

da.B physical network latency from to
B

LL local-lag strategy

LPF1 strategy that extends the duration of
action

LPF2 strategy that shortens the duration of
action

ATK Attacker
DEF Defender

Figure 7.6: Symbols defined on the action performed by player A’s and B’s
virtual spaces, respectively.
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re fATK 1 mPFLATK \We omit the subscripts when the player and
the view are obvious.

Since the defenders studied in this section have predectabl
sponses, all actions are by default initiated by attacleard,it is not
necessary to indicate their role. In Section 7.3, the rokeghyer is
to be explicitly indicated (whether she is an attacker orfemiger)
when a target’s action is not predictable.

7.2.1 Maintaining Strong Consistency by the Local-Lag Str&
egy

In the reordering problem illustrated in Figure 7.1, netaiatency
causes the actual order to be inconsistent with the refererder.
We prove in this section that the local-lag method [58] cavasbk
maintain strong consistency. LetZ-Lb be the local lag before an
action is started. We have

SiJ = TiJ + m';b . (71)

We first define synchronization delay before proving the teen

Definition 7.2.1. The synchronization delayAt; ; of i’s action in
j's virtual space is the delay between the time when the adtion
initiated by: in her view to the time when this action is started s
view:

Atij = sij =i
LL
7;7]' _T7'7Z
— ot LL 7.2
= rigt+dij+mg; —rig (7.2)

)

= Tijtm

LL
- dl,j + m%] .
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Theorem 7.2.1.The local-lag strategy can maintain a strongly con-
sistent order with respect to the reference when the syndmaton
delay of:’s action in j’s virtual space iSDy,.x = max,,d,,, the
maximum one-way latency between any two clients. Thatragst
consistency is maintained by the local-lag strategy when

mll_,b - Ati,j - di,j = Diax — dz’,j- (7.3)

Proof. According to Definition 7.2.1, the maximum¢; ; is gov-
erned byD,... That is, in the worst case, the local-lag strategy will
need to concealt; ; = D,.x. TO ensure strong consistency in all
views, we have’s action terminate in)’s virtual space at

ti,j = tm' + Ati’j = tm' + Dyax- (74)

WhenAt; ; = Dp.x, the delay between the completionspisf and
¢’s actions is

tpj —tgj = tpp T Atp,j - (tq,q + Atq,j) =tpp — lgg- (7-5)

This proves that the delay is strongly consistent with ttidhe ref-
erence. ]

The long synchronization delay specified in Theorem 7.2.¢ ma
lead to noticeable delay effects. To address this issue extepno-
pose a better strategy that can maintain strong consisteinids in-
curring less noticeable delay effects.

7.2.2 Proposed Strategy for Maintaining Strong Consistenc

We first show a necessary and sufficient condition for maimgi
strong consistency. This condition can be calculated attime
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Algorithm 7.1 Proposed Strategy for Solving the Reordering Problem
Require: Offline-measured JND surfaces instantiated from the sfiedebased
on local lagPyeice( R, M) and local perception filterBoice( R, M-PF1) and
Pnotice<R; MLPFZ);
Ensure: The extent of modification due to local lagef-) and local perception
filters (m“"F* andmPF?);
Estimate the duration of actions using (7.7);
Estimate network latency;
if action is carried out by a local playdren
Search for the optimah'- andm"* using (7.16)-(7.17);
else
Search for the optimah""? using (7.16)-(7.17);
end if
Modify the action using thext , m'"F! andmPF2 found.

based on information estimated from the recent past. Ugigg t
condition, we show that the duration of actions can be a€glst
order to maintain strong consistency.

Algorithm 7.1 presents our proposed strategy, which has bee
illustrated in Figure 7.5.

Necessary and Sufficient Condition for Maintaining Strong @nsistency

To ensure that our proposed strategy can maintain a streoghbis-
tent order with respect to the reference, we first evaluatectim-
pletion time of the action initiated bito ;.

ti,j = Sij + lm' =Ti; + dm‘ + m'l‘,lj‘ + li’j. (76)

Note thatj does not know-;; andt;; (i # j) before receiving
the message of that action. Howewgr,is predictable, as the dura-
tion of an action can be estimated by the speed of the shotrend t
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virtual distance betweeinand; in the recent past and does not vary
much with respect to the movements of players (Assumptitrb?.
in Section 7.1). Letlist; ;(t — 1) anddist; ;(t) be, respectively, the
virtual distances betweerand; in the previous and the current time
windows.

li,j = dZ'StiVj(t)/’Ui’j ~ dz’sti,j(t — 1)/2)1',3‘. (77)

The necessary and sufficient condition for maintainingrsgroon-
sistency is as follows.

Theorem 7.2.2.Strong consistency in targets with predictable re-
sponses can be maintained by the local-lag strategy if amgibn

dyj+mp5 + L — dgj —mEs — 1 (7.8)

= mL + 1, —mit — 1y, (7.9)

Proof. According to (7.5), to maintain strong consistency for play
p andg,

tpj = laj = tpp = lggq- (7.10)
By expanding both sides of (7.10), we have
tpj —tqj
= Tpp+dpj+me +1,;
p,p P,J D,J Y2
—(gq + dgj + Mo + 1) (7.11)
tpp = gg

= Tpp T mlﬁ,l_p +lpp — (Tgq + mé,b + lgq)- (7.12)
The theorem is proved by substituting (7.11)-(7.12) intd Q. [

By substituting (7.3) into (7.8), strong consistency canebe
forced by the local-lag strategy before the messaggsadction is
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received byj. This is possible becausgk; is predictable (Assump-
tion 7.1.1) and (7.8) does not have any unknown terms inaglvi
r.

An important observation of (7.8) is that botl; and/;; can
be changed without violating strong consistency, as lon¢g7&®
is satisfied. In the rest of this section, we present methodiot
several small changes on the durations of actions in orderatke
the overall effect less noticeable. We prove the correstiogéshe
proposed strategy in two steps. First, we prove that thedezong
problem can be solved by extending or by shortening the durat
action(s). This provides the basis for proving the corressnof the
combined strategy in the second step. We further showRhate
of the combined strategy can be significantly reduced.

Maintaining Strong Consistency by Extending the Durationsof Actions

Figure 7.7(a) illustrates the strategy. Starting from theal-lag set-
ting in Figure 7.2, instead of delaying the start of a localaag
we extend the action in each player’s view in order to cover th
empty period before it starts, while keeping the completioe un-
changed.

Figure 7.7(b) shows the JND surface after conducting stitagec
tests to measure subjects’ sensitivity on detecting ddfagts.

When using this strategy, the optimal extension is exadtéy t
one-way latency from the player who started the action toréie
ceiver. A longer period will lead to a larger change and makeem
players notice the delay effects, whereas a shorter extersinfea-
sible due to the definition of strong consistency.
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Figure 7.7: Strong consistency can be maintained by extgnitie duration of
actions. (a) Starting from the state in Figure 7.2 whereastare adjusted by the
local-lag strategy, we extend the duration of the localoasti(shown as unshaded
boxes, each with an arrow). In As view, A's action now stats; like that in
the reference, but still ends gt We readjust the duration similarly in B’s view.
Strong consistency is maintained because the completioestare not changed
from the local-lag strategy. (Jhoiice due to extending the durations of actions in
BZFlag is lower than that of the local-lag method (cf Figurd Whose axes are
defined in the same way). The curve shows the contite=50%.
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The following corollary states the correctness on maimgistrong
consistency.

Corollary 7.2.1. Starting from the state where actions are adjusted
by the local-lag strategy, extending the starting time calactions
will not change the strong consistency of completions wagpect

to the reference.

Proof. Starting from the state where actions are adjusted by tlad-loc
lag strategy, we know from (7.8) in Theorem 7.2.1 that thesprsl
strongly consistent. We fix the completion time of a local@act
but extend its duration while at the same time reducing talltag.
These amount to modifying the left hand side of (7.8):

LL LFZ’)Fl + LPF1

My, p — 1y, pp T My p

LPF1 l LPF1
b,p

LL

o LL LL
= Myp + lpvp —Myg — lq#l?

wherem;"F andm " are the extent by which the durations are
extended. As the condition in (7.8) is unchanged, strongistancy

remains to be satisfied. ]

Maintaining Strong Consistency by Shortening the Duratiors of Actions

Figure 7.8(a) illustrates the strategy. Starting from théesin Figure
7.2 where actions are adjusted by the local-lag strateggtaréthe
local action in each player’s view earlier, but terminates dther
player’s action earlier while keeping its starting time bacged.
Figure 7.8(b) shows the JND surface after conducting stitagec
tests to measure subjects’ sensitivity on detecting ddfagts. Sim-
ilar to before, the optimal period to shorten the duratiohaadions
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Figure 7.8: Strong consistency can be maintained by shiagehe durations of
actions. (a) Starting from the state in Figure 7.2 whoseastare controlled by
the local-lag strategy, we shorten the durations of rematterss (shown as shaded
boxes). In A's view, B’s action now completestginstead ot.,, without changing
its starting time. Because the duration of B’s action candtienated in A's view
(Assumption 7.1.5), A can also start its action earlier diaha it to complete at
t; as in the reference. Hence, the order is still strongly ctest. (b)Fotice due
to shortening the durations of actions in BZFlag is lowenttiat of the local-lag
method (cf Figure 7.3 whose axes are defined in the same whg)cdrve shows
the Phoiice=50% contour.
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Is exactly the one-way network latency from the player wizotet]
the action to the receiver.

Similar to the strategy that extends the duration of actidimes
optimal period to shorten the duration of actions is exaitib/one-
way network latency from the player who started the actioth&o
receiver.

The following corollary states the correctness on maimgistrong
consistency.

Corollary 7.2.2. Starting from the state where actions are adjusted
by the local-lag strategy, shortening the remote action stagiting
the local action earlier will not change the strong consigte of
completions with respect to the reference.

Proof. Unlike the proof in the last corollary, we need to modify the
left side of (7.8). This modification depends on the valug.of
(a) Whenp = j, we move forward the local action by reducing

its local IangL.b , While shortening the duration of the remote action

lq,j'

LL LPF2 LPF2 LL
djj+ (mj; —my;;™0) + Lj—dgj — (lg; —m5; ") —myg;

— P LL P — . — . — LL
= dJ,J+mj,j + 1l —dgj—lgg—m

qJ"

(b) Whenp # j, for any two remote actions, because their du-
rations are shortened by the same extent, strong consisteno-
changed.

LL LPF2
dpj + m, s + (lm - m,; ) — dgj — (lqd —m
L

LPF2) _ L
7] q,]
L LL

Gl —dgg—lg;—mg;.

Both of these conditions still maintains the left hand sifi¢708)
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unchanged, which ensures strong consistency accordinggorém
7.2.2. ]

Maintaining Strong Consistency in the Combined Strategy

The three strategies (local-lag, extending and shorteamaction)
can be combined to solve the reordering problem. Figurehb@s
the corresponding adjustments. Based on the state in whicna
are adjusted by the local-lag strategy, we can extend a fdaye
tion, or start it earlier while shortening the other plagettion. By
comparing this figure with Figure 7.1(a), we find identicadens of
action completions as well as intervals between action ¢etops
in each view, which shows the correctness of the proposewapip.
According to (7.3), the maximum synchronization delay to be

concealed by the local-lag strategy alonmﬁ = Dpax = max, , dy .
After adjusting the durations of actions, the new local-dizdpy in
i's virtual space becomes significantly shorter,

LL

— Dy, — miPFL _ ptPF2 (7.13)

m ii 4

This means that the combined approach leads to a smallegelan
each ofm5, m;"™t, m:7F2, resulting less noticeable delay effects

due to each change.

Theorem 7.2.3.The order of completions in the combined strat-
egy is strongly consistent with respect to the referenced anly
if (7.13) is satisfied.

Proof. The proof is done by combining the proofs of Corollaries
7.2.1and 7.2.2. ]
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Similarly to the last two strategies, the optimal settinthie com-
bined strategy should exactly filD,,... Any deviation will lead to
undesirable delay effects.

7.2.3 Optimizing the Combined Strategy

As shown in (7.13), the combined strategy entails the coofrthe
durations and the delays of actions while satisfying stromgsis-
tency.

Our goal in the optimization is to minimizBSSMB (re f, m) un-
der givenref.

P = min PSOMB (ref,m) (7.14)
subjecttom = mtt + mtPF 4 tPF2

= Duax. (7.15)

Without knowing the closed form of functiofin (4.12), the best
we can do is to minimize the upper bound fof According to the
discussion in Section 4.5, we have

P = min max {Pr/mtice(refa mtt )7 Pr;otice(refa mLPFl)

ProticelTef; mLPFZ)} (7.16)

subject tom = mtt + m*PFt 4 mtPF2 = D (7.17)

Y

Theorem 4.5.1 allows us to find the optimal solution to theawpp
bound of PSOME at any(re f, m) when given the three JND surfaces
! sicde S, ), Ploiedre f,mPFh), and Plogedre f, m'PF2). We
search over the three surfaces to findhat satisfies (7.17). In each
surface, for a givene f, we first build a bidirectional graph that con-

nects eachn to the corresponding ;.. (discretized tats levels).
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The complexity i) (K K>), whereK; and K, are, respectively, the
discretization levels of the JND surface along tlhi¢ andm axes.
Then we enumerate thi€; levels of P/ ..., starting from the highest
value, and find the firsP’ .. that satisfies (7.17). At the same time,
we use the graph to find the corresponding The complexity is
O(Ks3).

In short, the complexity is linear with respect i6;, the level
of discretization inP/ ;.. In our implementationXs; = 101 is
sufficiently high, which corresponds to a 4-ms interval ie ¥axis
and 2 ms in the Y axis. The search can be done within 1 ms by a
desktop computer with Intel Core 2 Duo E8400 3 GHz CPU. As we
use at most 4 JND surfaces, each with around 40 KB, all thacesf
can be stored in main memory. Hence, the search can be doged in r

time using the offline collected JND surfaces.

7.2.4 Experimental Evaluations on BZFlag

We present experimental results on evaluating the comlsimategy
on BZFlag [64], based on the three JND surfaces found by stinxge
tests. We measure the combined surface using the optinialgsiet
(7.17) for eachref. As the combined surface still follows Axiom
1, we conduct subjective tests to sample some critical pand
approximate the surface using our algorithm in Chapter 4.

The results shown in Figure 7.10(a) are significantly bdtian
those of methods using the local lag and local-perceptitardi(Fig-
ures 7.3, Figure 7.7(b), and 7.8(b)).

To demonstrate Property 4.5.1, we first show in Figure 7)10(a
the combined JND surface obtained by subjective tests bassed
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the left-hand side of (4.15). Ag is unknown, we directly mea-
sure PSOMB (re f, m) using subjective tests. Next, we show in Fig-
ure 7.10(b) the combined JND surface derived using thengeitti
(4.20), which was obtained by minimizing the upper bound af
(7.17) and taken from the right-hand side of (4.20). Propérs.1

is demonstrated, as the two figures are very similar, withllstifa
ferences at the corners that are reasonable in subjecsitse wah
limited subjects.

To further illustrate the improvement of the combined st
we compare in Figure 7.10(c) the network latency wh@gice—
50%. The graph shows that the combined strategy can maintain
strong consistency while concealing delay effects, eveh much
larger network latency. Alternatively, when using the sdatency
as the method with extended durations, the combined syratay
use the extra latency in delay buffers to smooth networgrgtand
provide better loss concealment, resulting in greaterlgtabf the
game in real time.

In short, our results clearly show the merit of the combirteats
egy for solving the reordering problem when compared to theip
ous methods. The combined strategy leads to |dgl.e On delay
effects under a given latency, while providing better losaaeal-
ment at the same level é,tice
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Figure 7.10: Performance of the combined strategy for sglthe reordering

problem on targets with predictable responses. (a) JNxsardf the combined
strategy found by subjective tests. The x-axis shows thataur of the action, and
the y-axis, the one-way network latency. (b) IND surfacéefdombined strategy
found by using (4.15). Its similarity to a) illustrates Peoty 4.5.1. (c) One-way
latency in running the game, when players can correctlyceaidifference with

respect to the reference Btoice=50%.



CHAPTER 7. EVALUATIONS IN MULTI-PLAYER ONLINE GAMES 223

7.3 Solving the Reordering and the Blank-Period Prob-
lems Together

In this section, we consider cases in which defenders’ resgmare
not known a priori to attackers. As illustrated in Figure &atlier,
there will be a blank period in which an attacker does not know
the outcome of her action until the defender’s response kas b
received. To avoid inconsistent outcomes or rollbacks athecker
will need to wait for the defender’s response before proiceed

The blank-period problem described here may occur in canjun
tion with the reordering problem when there are multiplackers.
In this section, we present methods for concealing suchydsfla
fects. We first show the solution to the blank-period probieith
one attacker and one defender. We then combine this solwitbn
that in Section 7.2 for solving the reordering and the blpekod
problems for multiple attackers.

7.3.1 Necessary and Sufficient Condition for Concealing the
Blank Period

Referring to the blank-period problem stated in Figure thd action

in attacker:’s view would terminate only after knowing defender
j's action. Based on the three control strategies in Secti@r8,/

let mf5, miFFt, andmFF be, respectively, the exteris action is
delayed, extended, and shortened;® virtual space. Because a
player may serve a dual role as an attacker as well as a defende
we add superscript&TK and DEF to m to identify her role. The

necessary and sufficient condition is stated as follows.
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Theorem 7.3.1.The necessary and sufficient condition for attacker
1 to conceal the blank period when waiting for defengleresponse
IS

LL ,ATK

LPF1,ATK

+my, + mr"FePER dm‘ + dj,i. (7.18)

i.j
Proof. Referring to Figure 7.4, would have received’s response
when

tm = ti,j"'dj,i- (719)

By expanding both sides, we have

LL ATK LPF1,ATK
tii = Tii +my; + 1 +my;
LPF2,DEF
andt; ; +d;; = ri; +dij+ i — m; ; + dj.

Eqg. (7.18) follows after simplifying and rearranging thents. [

Similar to Theorem 7.2.2, (7.18) does not have any unprailiet
terms involvingr. Hence, it can be enforced by both players before
their actions are carried out.

7.3.2 The Blank-Period and The Reordering Problems With
Multiple Attackers

The blank-period and the reordering problems can happegiieg
when there are multiple attackers instead of one attacker.
Figure 7.11(a) illustrates the reference case under noonketa-
tency. Here, the orders of completions are the same in dlialir
spaces; that igp > ;.
Figure 7.11(b) illustrates the case under network latenidye
blank-period problem happens in B’s view betweégandt; during
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which B does not know the result of the shot from A to C. It also
happens in A's view in which the result of A's shot to C is noblam
until the message from C is received at A. On the other haral, th
reordering problem happens in B’s view in which the order &f A
and B’s completion timeg{ > t,) is inconsistent with the reference
(t1 < t3). This also happens in C’s view,( > t,,). The example
can be extended to a scenario with more than two attackens thibe
new attackers and their associated actions are added leB/gnd
C’s views.

To solve the blank-period problem, a basic approach is to de-
lay the start of the attacker’s action and extend its dumatighile
shorten the defender’s action. These changes will allowdbal
action to complete only after receiving the defender’s oese.

Figure 7.11(c) illustrates the case in which the above apro
may inadvertently reorder the completions of actions whenet are
multiple attackers. Considet’s action. In her view, we delay the
start of her action from; to ¢t and extend its duration from; to ¢s.

We also shorten the duration of her actiortlis view fromt;, to ¢,.
Similar steps can, respectively, be applieds action inB’s and
(s views. Reordering occurs iB’s andC’s views when compared
to the reference in Figure 7.11(a). The figure can also bendgte
to a scenario with more than two attackers.

7.3.3 Proposed Strategy

In this section we combine the strategy described aboveotomsg)
the blank-period problem [107] and the strategy in Secti@2#or
solving the reordering problem in order to solve both proiddo-
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gether. Algorithm 7.2 shows the pseudo code. We prove itecbr
ness in Section 7.3.3 and discuss its optimization in Secti8.3.
Note that each player will instantiate her surfaces fromdbieof
common offline-measured surfaces and may operate undefesa dif
ent operating point in the game.

Necessary and Sufficient Conditions for Solving the Blank-€riod and Re-
ordering Problems

The following theorem proves the correctness of Algorith uh-
der the general case when there are multiple attackers ahiglenu
defenders.

Theorem 7.3.2.Let D, be the maximum network latency between
any two players. Algorithm 7.2 is correct and solves the deong
and the blank-period problems together for multiple atexskand
defenders if and only the following conditions are satisfredall
pairs of attackerg andj and defendek.

(a) In each virtual space, the order of completion timesisraily
consistent with the reference, both in attackésand ;’s views
and defendek’s view.

LL,ATK LPF1,ATK LPF2 ATK
m;; + m;; + m;; = Dnax, (7.20)
LL ATK LPF1,ATK LPF2ATK
g T My My = Do, (7.21)
LPF2,DEF LPF2,DEF
mz’k - mj,k — dl,k - d]’k.(7.22)

(b) For each attacker, her local action terminates afteraming

defendelk’s response.
LL,ATK LPF1,ATK LPF2,DEF
mi,i + mi,i + mi’k = di,k + dkﬂ' (723)

LL ATK LPF1.ATK LPF2.DEF
my s gy T A m T = dyg + dy i (7.24)
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Proof. We prove the two parts separately.

(a) Solving the reordering problenThere are two steps in prov-
ing this part.

Firstly, strong consistency of completion times in all ekixrs’
views is ensured because (7.20) and (7.21) are the samel&3 (7.
that has been proved in Theorem 7.2.3.

Secondly, we prove the strong consistency of completior trm
defendet’s view. For any actions fromand; in defendet’s view,
we shorten them byn 7™ andm!F2, respectively. By (7.22), the
completion order of these actions are enforced as follows:

tik — tjk
LPF2,DEF LPF2,DEF
= bt dig—myy T = (G dig—my )
= li; — ;- (7:29)

(b) Solving the blank-period problenkq’s (7.23) and (7.24) are
exactly the necessary and sufficient condition proved inofém
7.3.1 for concealing the blank period.

The general case of multiple attackers and multiple defesfdé
lows by combining the two parts and by considering any twacktt
ers and any one defender. ]

Figure 7.12(a) illustrates Steps 7-8 of Algorithm 7.2 thaply
(7.20) and (7.23) for Attacked (resp. (7.21) and (7.24) foB) to
solve the reordering problem. Comparing it to Figure 7.8% dear
that the modifications to the actions of both attackers andagi. It
also illustrates the application of (7.23)-(7.24) to pallyi solve the
blank-period problem.

Figure 7.12(b) illustrates Step 1@ and Step 12®) of Algo-
rithm 7.2.
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In Step 10, we shorten the duration4% action in defendef’’s
view so that the difference betweetis and B’s adjustments irCC
satisfies (7.22). As shown i@"s view, A’s action that originally
completes at, now completes earlier &. In contrast,B’s action
need not be shortened @f's view becauseny; - = 0 already
satisfies (7.24).

In Step 12, we apply (7.23) and (7.24) to delay the start abast
in attackersA’s and B’s views in order to let their actions complete
when the response from defendgris received. As shown inl’s
view, to makeA’s action complete when's response is received,
we delay its start front, to ¢,. To maintain the correct order of
the completions (which has been assured by Steps 7-8), wefur
delay the start of3’s action inA’s view fromt; to t, so thatt, —t5 =
t, —t; = m'y " . This is basically the application of (7.20) and
(7.21) in solving the reordering problem, as Figure 7.1&Xlhased
on Figure 7.12(a). In contrast, as the latency betwBeand C' is
short, and extending’s duration by Step 7 is sufficient to cover the
blank period(’s response already arrives/aton time, and the start
of B’s action needs not be delayed#is view.

To show that the solution is correct, we compare the referenc
order in Figure 7.11(a) with the order in Figure 7.12(b).sltlear
that strong consistency is maintained. Furtligs, responses arrive
at A and B exactly when their actions complete.

Figure 7.12(c) shows another example of applying Algorithéh
on three attackersl, B and D shooting defende€’. The corre-
sponding reference order under no latency is similar to tderan
Figure 7.11(a), but withD’s action starting and completing slightly

earlier thanA’s. For simplicity, we only show the messages between
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the attackers and the defender but not among the attackers.

By comparing Figures 7.12(c) and 7.12(a), we need to schedul
D’s action in A’s and B’s views, as well asd’s and B’s actions in
D’s view. These can be done by Steps 7-8 of Algorithm 7.2. By
comparing Figures 7.12(c) and 7.12(b), we apply Step 10 $aren
that strong consistency is satisfiediis view (Figure 7.11(a)). Note
that D’s action completes slightly earlier thatis. Finally, to solve
the blank-period problem, Step 12 schedules the complénoss
of all attackers to the point wheii's response is received.

Optimizing the Proposed Strategy

In this section we present the optimization for achieving thini-
mum PSOME on delay effects when using Algorithm 7.2. The opti-
mization has several differences with respect to that ia)#(7.17).
(a) We consideNA™ attackers and/°EF defenders. (b) We address
the general case in which players may have differerit (c) We
shorten the durations of all defenders’ actions in ordeoteesthe
reordering problem in their views, while delaying the stayttimes

of all attackers’ actions in order to solve the blank-penodblem

in the attackers’ views.

Since each player cannot see the game in another playews vie
we could optimize the combined noticeability in each viewase
rately. However, this may result in some views having higidy
ticeable delay effects, while others have less noticeadlbgykffects.
To maintain fairness in a multi-player game [107], we miraenthe
noticeability in all the views simultaneously.

Using notation similar to that of (4.12) in Section 7.2.3,au® to
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minimize the upper bound of the combined noticeability tackers
7’s andj’s views.

COMB
Protice- f(ref m;

LL LATK LPFl LATK
< maX{Pnonce(Tefza )7 éotice(refza )7

oticeTefi, sy T )} (7.26)

ATK )

In defendetk’s view, we employ th&.PF2 strategy with no com-
bined noticeability,

Pnotlce(Tef mDEF)
LPF2.DEF

= Proticdrefe,m,, ) wherez =i, j. (7.27)

The overall optimization is now stated as follows.

P = min max max{PSOMB (ref, mATK )
1<4,j <NATK £,
].SkSNDEF
DEF

Pnotice(reﬁ ) Pnotlce(refy )}

- LL ATK
= min max maX{Pnouce(re fi,m ),
1<i, j<NATK =5,
1<k<NDEF
LPFl ATK

nonce(refu )7 (7.28)
/ LPF2 ATK / LPF2 DEF
notice(refjv )v notice(rreflv )7
/ LPFZ,DEF
notice(refjv m; g >}

subject to
LL ATK LPF1,ATK LPF2,ATK
ii +m;; +my; = Dinax (7.29)
LL ATK LPF1,ATK LPF2,ATK
.jaj7 —l_mjj 7 +m; i,J = Dnax (730)
LPF2,DEF LPF2,DEF

M k — Mk =diy — djy (7.31)
LL ,ATK LPF1,ATK LPF2,DEF B
LL ATK LPF1,ATK LPF2 DEF
. +my; +myp = Qj )+ dk {7.33)
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where (7.29)-(7.33) are the same as (7.20)-(7.24) in Tedt8.2.

Comparing the objective function in (7.28) with that in @)1
we have one moreax operator for aggregating the ... of mod-
ifications to all the attackers’ actions in every view. Thssuised
to maintain fairness (as mentioned earlier) across all kageps by
bounding the maximun®,tice

We allow differentre f’s in (7.28), as actions of different dura-
tions can appear together. There are also two new terms,
Plogedrefimiy 2000 ) and Phogedre f;,m=5 2P50), that represent
the shortened duratlons of actions by attackesad ; in defender
k's view. They are used to limit the delay effects in the defasd
views and to avoid some attackers’ actions being too faskinga
them difficult for defenders to guard against.

Comparing (7.29)-(7.33) with (7.17), there are new comstsa
for addressing the reordering as well the blank-period lerab.

The above optimization is complex to solve in a closed form.
The many variables and constraints as well as differefis make
it hard to find an optimal solution at run time. Fortunatebyeyal
observations can help simplify the problem.

Firstly, from (7.31), oncen;, ~°C is determined, any:; 00,
1 <i < NATK £ canbe determined uniquely.

Secondly, by combining (7.29) and (7.32), we can directly ge

LEP2ATE oncem | "#PFF is found in the last step. This also applies

when we combine (7.30) and (7.33).

Thirdly, from (7.32), we know that;; ™ +m;; "™ is deter-
mined oncen;; >°= is found. As shown in the proof of Theorem
4.5.1, the optimal solution is attained Whefy (e f;, m-"AT) —

Ploscdrefiomyy 7)), which allows the optimat;; AT and LPFLATK



CHAPTER 7. EVALUATIONS IN MULTI-PLAYER ONLINE GAMES 234

to be found directly. This also applies to (7.33).
With these observations, the optimal solution to (7.2833Y
can be found by enumerating the value of a single controhisei
my oo . The computational complexity is, thug((NATK )2 NPEFE2),
wherek is the discretization level af.; ">, We usek? instead
of k, because one more loop is needed for finding ™ and
mlz‘_,lz‘DFl’ATK that satisfyl, orice(7€ /i, mlz_,lz_ ’ATK) = Proticdrefi; mlz‘_,lz‘:':l’ATK ).
As the overall complexity is low, we can search for the optima
control values at run-time. This can be finished within 5 msaby
computer with an Intel Core 2 Duo E8300 3 GHz CPU. The size of

each JND surface is 40 KB, which is sufficiently small.

Experimental Evaluations on BZFlag

Similar to the results in Section 7.2.4, we present in thigise
the evaluation of Algorithm 7.2 on BZFlag [64]. To simplifxe
illustration, we use two attackers and one defender in thevong
experiments. We assume identicalf’s for all the players, which
allow the commonref to be shown in the x-axis of a single JND
surface. We further assume the players to have the samatiastal
JND surfaces in Algorithm 7.1 when using the strategiesalaison
based on the local-lag method and the local perceptiondilter
Figure 7.13 shows the resulting JND surface after applyilggpA
rithm 7.2, as well as the tolerable one-way latencies Witha.e=50%.
The results show that the tolerable one-way latencies achsmaller
than the corresponding latencies in Figure 7.10(c). Thegeada-
tions are also reflected in the highByiice Values in Figure 7.13(a)
when compared to those in Figure 7.10(a). For example, winen t
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Figure 7.13: Performance of the combined strategy with @ckérs and 1 de-
fender having identical reference durations for solving teordering and the
blank-period problems with unpredictable defender'saasi (a) JND surface
of the combined strategy in running BZFlag. The x-axis shtvesaction dura-

tion, and the y-axis, the one-way latency. (b) One-way katemhen players can
notice a change with respect to the referencé& gt.e=50%. The degradations
between the scenario with predicted defender’s actiobglga “Predictable” and

shown in Figure 7.10(a)) and the current result (labeledpBsed”) are caused
by the time to handle the blank-period problem.
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reference duration is 0.5 sec, the strategy based on extahde
rations allows more than 40 ms tolerable one-way latencyiga F
ure 7.10(c), but it only allows around 25 ms here. The degrada
tions between the results of Algorithm 7.1 (labeled “Preabte”)
and those of Algorithm 7.2 (labeled “Proposed”) in Figur&3{a)
are attributed to the additional time to handle the blankegeprob-
lem. Algorithm 7.2, however, leads to much better tolerahaten-
cies when compared to the other strategies. This meanshéat t
game can run in a network with higher latency while providiog-
parable playing experience.

Note that Figure 7.13(a) is similar to Figure 7.8(b). Thraitar-
ity can be explained by (7.29)-(7.32g., my, 05 —m TR =
diy + dii — Dmax. AS We assume; ;, = di; = Dpax, the optimal
solution appears at;; - = 0 andm;, >0 = Dy When
we minimize the delay effect. That is, the strategy with séroed
durations at the defender’s view causes the dominant déflagt @
the combined strategy.

In summary, Algorithm 7.2 leads to less noticeable delagot$f
while maintaining strong consistency as well as conceabiagk
periods. Further, the controls found allow the system toatgavith

the sameP,qtice but with higher latency.

7.4 Summary

In this chapter, we have developed a novel method for ergurin
strong consistency on the completion times of actions, evimin-
imizing noticeable delay effects due to network latenciasfast
multi-player online games running on IP networks. We hawe pr
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posed a new approach for minimizing delay effects on useaxgper
tion. The success of our approach is based on optimizingi-mult
ple controls together, each causing less noticeable dékstethan
when applying the corresponding control in isolation. Hpave
have evaluated our approach by conducting subjective usstg a
popular open-source online shooting game BZFlag and hawersh
significant performance improvements over previous sjrase

O End of chapter.
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Algorithm 7.2 Strategy for Solving the Blank-Period and the ReorderingoPr
lems
Require: Offline-measured JND surfaces based on local I8, {.(R, M'"))
and local perception filtersH .o R, M) and P .o R, MFF2)); IND
surfaces for each player instantiated from the offline-messJND surfaces;
NATK attackers;VPEF defenders;
Ensure: Local lag ¢n;5™), local perception filters 1 and 2m{; "™,
Sr2ATKY and local perception filter i P57, ml T4 PEF);
Estimate the duration of actions using (7.7);
Estimate network latency;
for i = 1to NAK do
for j = 1to NA™X andj # i do
for k = 1to NPEF do
In attackeri’s view,
Extend attackei’'s action using (7.20) and (7.23) to find the opti-
mal mli_I;’Fl,ATK :

8: Shorten attackerj’s action using (7.20) to find the optimal
LPF2,ATK .

9: g In defendelk’s view,

10: Shorten attackei's andj’s actions by the optim and
mih 2PEF (using (7.22)-(7.24)) in order to compensate for the défee in
network latency;

11: In attacker’s view,

12: Delay the start of attackerss and j's actions by the optimal
mys AT (using (7.20)-(7.21), (7.23)-(7.24)) to let the actionsngbete ex-
actly when the corresponding defender’s response is regeiv

13: end for

14: end for

15: end for

N g M w DN R

LPF2,DEF




Chapter 8

Conclusion

In this chapter we conclude our accomplished work in theishes
and list the contributions of our work on fast-paced intevaomul-
timedia systems. We then present the limitations of our veorét
propose possible future work to overcome these limitations

8.1 Summary of Accomplished Research

The following is a summary of the results of this thesis:

e Firstly, nowadays network condition is still insufficienrimain-
taining stable transmission of fast-paced interactivetime}
dia. Further protection in the network layer is a must for a-no
interrupted session. The protection should be done onlynwhe
the underlying requirements and assumptions can be sdtisfie
otherwise, the bandwidth used will be wasted.

e Secondly, the mapping between system controls and percep-
tual quality can be represented by a JND surface, which is a
model that can provide human opinions on all possible pdirs o
alternative settings within the range of control.

239
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e Thirdly, with a dominance property, our efficient methodpto
for measuring JND surface with offline subjective tests is co
rect in theory and precise in simulation.

e Fourthly, the offline measured JND surface can be genedalize
to online network conditions with our proposed transfororat
method.

e Fifthly, our methodology for combining both dependent amd i
dependent JND surfaces has been probed to be correct and have
real-time performance. This provide a way for online optmi
ing the perceptual quality per the human opinions in reagti
even for fast-paced interactions.

e Lastly, our methodology can be applied to both VoIP systems
and online games and improve their perceptual quality. We
further prove theoretically that our novel method for caalrgy
delay artifacts in online game is correct.

The following are the contributions of this thesis:

e Our first contribution is the discovery of the dominance prop
erty that can significantly reduce the number of subjectgtst
to be conducted offline. By utilizing this property, we cap+e
resent the mappings from controls to perceptual quality by a
JND surface, which is a compact representation of the sdace o
all mappings from controls to perceptual quality. We furthe
develop a systematic methodology for generating this JND su
face using a small number of subjective tests.

e Our second contribution is on the online search of mappings
from controls to perceptual quality with real-time perf@amnce.
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With the dominance property and the JND surface, we have
developed an online algorithm for finding a suitable combina
tion of controls that attains good perceptual quality. Weeha
further proposed a general network-control layer for fzested
interactive multimedia systems which can provide an impdov
network condition for stable running.

e Our third contribution is on the design of the network-cohtr
layer and its implementation in online operation as a traffic
interceptor. The large scale measurements of nowadays net-
work condition provide a good support on the design of the
network-control layer. This design and measurement result
can be reused by other related works. Our traffic intercdptor
improving proprietary videoconferencing systems is uaidgti
not only provides a way for improving network conditionst bu
also indicates a new method for comparing any algorithm with
existing proprietary software.

e Our forth contribution is on our methodology for designing a
VoIP system with good perceptual quality based on offline col
lected human opinions. Our system can achieve similar perfo
mance as the best system developed previously but with fewer
number of subjective tests.

e Our last contribution is on the theory for concealing deldi a
facts in online games. Both the proofs and the subjectius tes
support the general framework for optimizing fast-pacechen
games can reduce the occurrences of delay artifacts and main
tain the consistency between views of local and remote pdaye
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8.2 Limitations and Future Work

In this section we discuss the limitations of our work, andvute
possible way for overcoming them in future work.

The limitations of the methodology developed in this theses
mainly related to the multiple-control problem. As haverstated
in Table 1.2, our method cannot provide an efficient algarifior
combining JND surfaces with multiple independent contraéshere
IS no dominance property for reducing the search space.

To overcome this limitation, one possible way is to use mate s
jective tests to find the relation between these indeperataritols,
and then utilize the relations to combine the JND surfacdgbexde
controls. The core of such an approach is on the efficient oathr
discovering such relation.

We also have not completely solved the multiple-controlopro
lem with multiple dependent controls under complex comstsa By
now, we have used application-dependent constraints taeethe
search space of the optimal set of settings, but have notdad\a
general method for such a reduction.

To overcome this limitation, one way is to investigate thigedi
ent types of constraints, and study possible way on simptfyhe
optimization problems and on measuring the errors with iingls
fication.

Other limitations correspond to the assumptions of the aktw
conditions. In this thesis we assume an one-way networkdst®
be less than 400 ms, the random loss rate to be less than 5%, and
the available bandwidth to be higher than 100 Kbps. Underesom
extreme conditions, these assumptions may not be sati$figdre



CHAPTER 8. CONCLUSION 243

works can focus on relaxing these conditions and studyiegip
methods for maintaining the minimum service level.

Other future works not related to the limitations are thepgion
of the proposed methods to other multimedia applications h#ve
presented the implementations and evaluations of VoIP alideo
games. Other possible applications include remote vhrieity
interactions, remote surgery, remote cooperation tas&sAs long
as there is a need to optimize the perceptual quality in anefdst-
paced interactive application, our methodology will belayble.

O End of chapter.
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